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A WORD KNOWLEDGE ITEM POOL FOR ADAPTIVE ABILITY MEASUREMENT

Administration of ability and achievement tests by compu-
ter, rather than by an individual in a clinical setting or by
paper and pencil in a group-test setting, offers promise of
eliminating some disadvantages of each of the latter methods,
while incorporating the advantages of each. Specifically, a
test administered by a computer terminal--teletype or cathode-
ray-terminal (CRT)—-has promise of alleviating effects due to
examiner variables (race, sex, rapport), answer sheet arrange-
ment, and subjective item scoring. At the same time, such a
test offers the advantages of standardized item presentation,
recording of response latency, relatively inexpensive admini-~
stration and immediate scoring (Weiss & Betz, 1973).

Furthermore, computer administration makes possible the
use of adaptive testing strategies, previously limited to
individual tests such as the Stanford-Binet, offering flexible
administration without the possibly distorting effects on test
scores due to a human test administrator. Adaptive testing,
in which the difficulty of the test is adjusted to the testee's
ability level while testing is in progress, has begun to
demonstrate higher levels of both reliability and validity in
comparison to conventional tests (Weiss & Betz, 1973). At
the same time, adaptive tests offer the additional advantage
of eliminating speed effects in test scores. On the other
hand, adaptive tests have the disadvantage of requiring a
relatively large pool of test items, in comparison with the
number of jitems in a standardized group or individual test.

The purpose of the present paper is to report on the
development of an item pool for use in the investigation of
the relative merits of several different strategies of compu-
ter-administered adaptive ability tests. For the purpose of
this research it was desired to have a pool of items having
a relatively univocal factor structure, yet measuring an em-
pirically significant dimension of ability. Since tests of
vocabulary knowledge have repeatedly been shown to satisfy
both of those criteria (Lord & Novick, 1968, p. 381), the
pool was developed using multiple-choice vocabulary items.
The final item pool was designed to meet the following cri-
teria: 1) it would be sufficiently large to allow several
independent (non-overlapping) subtests to be drawn from its
items; 2) the items would span the entire range of item diffi-
culty relative to the population of interest; and 3) it would
consist of highly discriminating items.

The research reported in this paper was concerned with
assembling such a large item pool, norming its items relative
to one population of interest, estimating item parameters of
difficulty and discrimination within that population, and
investigating the hypothesis that the items selected as
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satisfactory for inclusion in the final item pool essentially
measured a single dimension of ability. The parent research
project will evaluate strategies of computer-administered
testing on several independent groups of persons, but the
first phase of this evaluation (e.g., Betz & Weiss, 1973;
Larkin & Weiss, 1974) utilized a readily accessible popula-
tion--students enrolled in several psychology courses at

the University of Minnesota.

The first stage of item-pool development involved norming

a large number of vocabulary items on sufficient numbers of
students to yield stable estimates of both their traditional
difficulty and discrimination indices, and of the parameters
of their normal ogive item characteristic curves. Later
stages of this development normed items on groups other than
psychology students, including high school students, junior
college students, and vocational rehabilitation clients;
details of these studies will be reported separately.

_ Since the adaptive tests in which the selected items

were to appear are administered at a computer terminal (DeWitt

& Weiss, 1974), it is appropriate that norming tests also be
computer-administered. In the interest of economy, however,
much of the norming was accomplished by means of paper-and-
pencil tests. Thus, another research objective was to determine
if there were differences in item parameters between CRT and
paper-and-pencil administration, and if necessary, to account
for those differences when estimating item parameters. Yet
another variable to be accounted for was item arrangement,

or order of presentation, since several methods of item arrange-
ment were used at different points in the norming study.

The first section of this report presents the results of
four norming test administrations under varying sets of con-
ditions. The analysis is concerned with the problem of
determining whether norming tests administered in different
modes (pencil-and-paper vs. CRT) and containing items in
different orders resulted in different estimates of item
difficulties and discriminations. These analyses were designed
to determine the most feasible method of norming test items
for use in computer-administered tests.

The second part of this report describes the method by
which two sets of item parameter estimates were obtained for
every item in the pool. The first set of parameters consisted
of the traditional. difficulty and discrimination item para-
meters. The second set of item parameters estimated were the
parameters of the normal ogive item characteristic curve for
each item, Interest in these parameters reflects the need for
item parameters which are invariant across groups differing in
average ability. Such properties of invariance are required
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for subsequent research utilizing the same item pool with
subject groups differing in ability from the norming group.
Another reason for the desirability of the normal ogive
parameters is their usefulness in item selection. Since

in item characteristic curve theory equal difficulty-scale
intervals represent equal intervals of the underlying ability,
knowledge of the normal ogive parameters makes it theoretically
possible to select test items to yield any desired distribu-
tion of test scores if certain characteristics of the testee
group are known (Lord & Novick, 1968, pp. 386-392).

Also described in the second part of the report are the
criteria on the basis of which items from the initial develop-
ment item pool were selected for inclusion in the final item
pool, and the composition of the final item pool.

The third part of this report is concerned with the in-
vestigation of the dimensionality of the set of test items
selected to comprise the final item pool. The issue of
dimensionality of the item pool is an important one, since
it determines the appropriateness of the use of item charac-
teristic curve parameters for item scaling, as well as the
appropriateness of certain adaptive testing models using
a given pool of test items,

The report concludes with a discussion of some technical
limitations of the present study which have implications for
the generality of the results reported. Included is a dis-
cussion of considerations peculiar to developing an item pool
for computer-administered testing, and an outline of a research
design for a comprehensive and large~-scale norming study for
the future development of item pools to be used in adaptive
ability measurement.

MODE OF ADMINISTRATION AND ITEM ORDER EFFECTS
Rationale

In the course of data collectionm for the present research,
575 unique vocabulary test items have been incorporated in one
or more of four tests. Each of the four tests differed from
the others in terms of its mode of administration, or the
ordering of items within the test, or both. Additionally,
each test was administered at a different time, and to a
different group of examinees. Each point of difference from
one test to another represents a potential source of extra-
neous variance in the difficulty and discrimination estimates
determined for each item.
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The purpose of the analyses described here was to in-
vestigate whether any differential effects on overall test
performance occurred due to differences in mode of admini-
stration, order of item presentation, or ability of the
examinee group. If no such differential effects were found,
then for each test the observed item difficulty values can
be taken as estimates of the difficulty of each item within
the experimental population. If, however, it was found that
test performance covaried with differences in the three
variables in question, then statistical adjustments to
the observed item statistics would be necessary so that the
item parameter estimates, obtained on the basis of different
test administrations, would be directly comparable.

Should it be found, for instance, that test results
obtained by means of paper-and-pencil administration differed
markedly from those obtained from computer administration,
then the paper-and-pencil results would have to be corrected
in some manner for use in computer-administered tests. If
comparability was not observed, and if corrections were not
feasible, then all norming efforts would have to be done
using the computer mode of administration so that they could
be used in computer-administered adaptive tests.

Another administration variable whose effects needed to
be identified was that of item order within the test. In
most standardized tests item order does not vary; under
computer administration items are presented to different
testees in different orders, both within and between strate-
gies of adaptive testing (Weiss, 1974). Whether differences
between fixed and varying order of item presentation affected
overall examinee performance (and hence item analysis results)
needed to be determined because of its import for adaptive
testing, and in the present instance because of its import
for the comparability of item statistics obtained under
different conditions of item arrangement.

Finally, the requirement for a large final item pool for
adaptive testing necessitated norming a large number of
vocabulary items. A number of practical considerations
militated against norming hundreds of test items on the
same group of examinees, whether in a single large test or
several shorter ones. Consequently, four separate tests
were normed on four independent groups of persons at differ-
ent times. Although all groups were nominally from the same
population (college students) this raises the question of
whether there were 'differences in group ability from one
norming test to another which would detract from the direct
comparability of results from different groups. Such
differences, if significant, would necessitate statistical
adjustments of obtained item parameters to make them comparable
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across groups. Gulliksen (1950, P. 367) discusses such a
statistical correction.

Thus, four norming tests were employed. Each test was
administered to a different group of examinees. Mode of test
administration took three different forms: conventional
printed page, printed card (one item per card), and compu-
ter administration via cathode ray terminal (CRT). TItems
were arranged in either fixed order or random order.

The four tests were given at different times over a
three~year period. Each test item was identified by a
unique label, called its "item reference number". There
was essentially no item overlap among the first three tests,
except for a small nucleus of common items intended to permit
comparisons of ability among the different examinee groups.
The fourth test consisted of a number of items revised after
the first three tests, and some previously administered items,
including a different nucleus of common items designed to
permit inter-group comparisons of ability level. Table 1
summarizes the four norming tests with respect to test medium
(mode of administration), item order, test composition, number
of items, and number of examinees.

The possible presence of differential effects on test
difficulty due to different conditions of testing or to
differences in ability among testee groups was investigated
using hypothesis testing procedures. In each case a null
hypothesis of no significant differences in mean test score
between groups or conditions was postulated. Three null
hypotheses were tested:

hypothesis 1: that variation of test medium (paper-and—
pencil vs. CRT) produced no significant
difference in group mean test score;

hypothesis 2: +that fixed vs. random item order produced
no significant difference in group mean
test score;

hypothesis 3: that the four test groups did not differ
significantly as to level on the ability
underlying the tests.

The methods by which these three null hypotheses were
tested, and the results of those tests, are detailed below.

Method

Subjects

All the subjects were undergraduate students enrolled in
several university psychology courses. (This same population



Table 1

Conditions of administration, sample size and item composition
for each_ of four norming test administrations

Item

Item Number of Number of Items Reference Calibration

Test Medium Order Subjects Total = New + Calibration + 01d Numbers Subtest
Printed Card  Fixed 50 I(17 items)

1 Printed Card Random 67 240 240 * None 1-240 and
CRT Random 75 II(18 items)
2 Printed Page Random 83 180 163 17 None 241-403 (17 items)
3 CRT Random 81 142 125 17 None 501-625 I(17 items)
4 CRT Fixed 144 14l L7 18 79 626-672 I1(18 items)

Total 575 Unique Items

¥Note--Calibration subtests I and II were selected from among
the 240 unique items of Test 1.
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is the source of subjects for the studies evaluating strate-
gies of computer-administered testing.) Participation in
the norming studies was voluntary, with supplemental course
points offered as an incentive in most cases.

Instruments

Item format. FEach norming test was composed of 5-
alternative multiple-choice vocabulary items. Each item
consisted of a single word (the "stem" word) on a line,
below which and indented was a column of five numbered or
lettered response alternatives. Each response alternative
consisted of single words or short phrases. A sample item
follows:

ailment
1. accusation
2. pay
3. remedy
k. sickness
5. o0il

Conditions of administration. The different subgroups
of vocabulary items were administered as norming tests under
three different general formats (see Table 1). These formats
were designed to permit an analysis of order effects in the
item norming process, and effects of computer-administration
vs. paper-and-pencil norming. The conditions of test ad-
ministration were: '

1. 240 items printed on blank cards. Under this for-
mat, each item was printed on a separate blank computer data
card., Item number was punched on each card. These cards
were assembled into individual decks of 240 items each, and
the decks were presented to the subjects. Subjects were
instructed to circle the number of the alternative which
came closest in meaning to that of the stem word. Subject
responses were then punched directly into each card main-
taining the order of administration. Fifty subjects were
tested using card decks arranged in random item order; 67
subjects answered the same items arranged sequentially by
the arbitrary item reference number. No time limits were
imposed.

2. 180 -item random page order printed tests. Under
this format, four items were printed on a single page, and
the 45 pages were assembled in random order into test
booklets. Eighty -three subjects were tested in this way,
using instructions similar to those used with the cards.

A one-hour time limit was imposed, but was unnecessary,
since every examinee finished all the items.

3. CRT-displayved items. Under this condition, items
were presented to the subjects on a CRT (cathode ray tube)
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computer terminal. CRT administration was employed in three
different test administrations. ‘

In test 1, the initial norming study, 75 subjects
completed a random-order 240-item test (the same 240
items used in the printed cards test) on an IBM 1130
display console; to indicate their responses these sub-
jects pressed a light-pen against the position on the screen
at which the chosen alternative appeared. A 50-minute time
limit was imposed.

Test 3 employed a CRT display to administer 142 items
to 81 subjects; administration was controlled by a Control
Data 3200 computer. Subjects responded by pressing a type-
writer key bearing a number corresponding to the chosen
alternative, then pressing a "send" key. A 45-minute time
limit was imposed.

Test 4 was administered under conditions very similar
to test 3. 144 subjects were tested for 45 minutes each
at a CRT terminal of a Control Data 6400 computer. Only
those items encountered by 75 or more testees were in-
cluded in the analysis. 144 items met this arbitrary
criterion.

ITtem sources and item construction. A total of 575
unique test items were normed in four major test administra-
tions. Each item was assigned an identification number,
its "item reference number", Following is a breakdown of
the items normed in each administration and the sources of
those items:

Administration 1 (items 1-240). Items 1 through 240
were drawn from old vocabulary tests on the assumption that
the items would no longer be in general use,

~--Items 1-60 were drawn from form S of the Cooperative
English Test (Cooperative Test Service, 1942),

~-Items 61-120 were drawn from form T of the Cooperative
English Test C1 (Cooperative Test Service, 1943).

--Items 121-180 were drawn from form T of the Coopera-
tive English Test C2 (Cooperative Test Service, 1943).

--Ttems 181-240 were drawn largely from the ACE Scho-
lastic Aptitude Test, grade 11 (American Council on
Education, 1947) and from the ACE Scholastic Apti-
tude Test, grade 11 (American Council on Education,
1952). TIn many cases these items were augmented
with a fifth response alternative, written by project
item writers and placed in sequence by a randomiza-
tion procedure. The original stem and response
alternatives were reviewed for contemporary relevance
and revised where appropriate.
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Administrations 2 (items 241-403) and 3 (items 501-
625). Items 241-403 and items 501-625 were written by
project item writers.l

Administration 4 (items 626-672). Items 626-672 were
written by project item writers, in an attempt to improve
47 items normed in administrations 1 through 3 whose para-
meters made them unsatisfactory for use in the final item
pool.

Experimental Variables

Three independent variables were of interest in these
preliminary analyses of the four norming tests. These were
1) test medium, 2) order of item presentation, and 3) group
ability. In each case the dependent variable was group
mean test score, which was interpreted as the average with-
in-test item difficulty. ‘

Test medium was represented by three conditions: print-
ed card, printed page, and CRT display. Of primary interest
were any differences between paper-and-pencil administra-
tion (as implemented in the two different kinds of printed-
test conditions) and CRT administration. Order of item
presentation was either fixed order or random order.

In the analysis of test medium and item order effects,
group ability was assumed not to vary over the four test
administrations, since all four groups were drawn from the
population of psychology students. That assumption needed
testing, however, in light of the two-year time span between
administration of the first and fourth tests.

Data Collection

Response data on the 575 vocabulary items were collected
in the four major test administrations summarized in Table
1. Each person's responses to every item were scored as
correct, incorrect, or not attempted. The raw data and
scored data from each test administration were recorded
on magnetic tape. Table 2 summarizes the specific infor-
mation available from the administration of each of the
four norming tests.

1 . R
Much of the early item selection, revision and item writing

was done by Dennis L. Gibson and Louis J. DeWitt in 1967

and 1968. At that time this research was supported by
grants from the General Research Fund of the Graduate School
of the University of Minnesota, whose support is gratefully
acknowledged.
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Table 2

Data recorded for each subject within
the four norming test administrations

Test administration

1 2 3 4
testee identification number X X X X
test length X X X X
number of items attémpted X X X X
number of items correct X X X X
order of item presentation X .o X X
actual item responses X X X X
item scores X X X X
response latency * P X X

¥available for 75 CRT testees only
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Data Analysis

Hypothesis 1 postulated no difference in test perfor-
mance due to effects of varying test medium. Hypothesis
2 postulated no difference due to the effects of fixed vs.
random item order. Hypothesis 3 postulated no differences
in word knowledge ability among the four groups of psy-
chology students tested. To determine whether any of the
three independent variables affected item parameter esti-
mates, a series of analyses was performed. The order in
which these analyses was conducted paralleled the chrono-
logical sequence of test administrations 1 through 4, and
the results of each analysis were used as a basis for the
designs of the data collection in successive administrations.

Test medium and item order effects. In order to test
hypotheses 1 and 2, some basis for comparison of test
difficulty obtained under different conditions of test
medium and item order was required. This basis was pro-
vided in the design of the data collection for test 1.

"Accuracy score", the subject's proportion correct
among those items attemptedz, was employed as the dependent
variable in a one-way analysis of variance. This propor-
tion, rather than number correct, has the advantage of _
eliminating from each total score any speed effects which
might have been operating in spite of the essentially non-
speeded nature of the tests. Furthermore, each indivi-
dual's accuracy score may be interpreted as the intra-
individual average difficulty of the items he/she attempted.
Comparisons of mean accuracy scores among treatment groups
was considered to be a more stable indicator of differ-
ential treatment effects than comparison of inter-group
differences in the parameters of items singly.

The administration of test 1 involved 192 testees ran-
domly assigned to take the 240-item test under one of three
conditions: l) paper-and-pencil with fixed item order;

2) paper-and-pencil with random item order; and 3) CRT
administration with random item order. Table 3 details
those three conditions and the number of subjects tested
under each one, Subjects were randomly assigned to condi-
tions; each of the three experimental conditions repre-
sents a fixed treatment characterized by its unique combi -
nation of test medium and item order. Thus a 1 x 3 fixed
effects analysis of variance was used to test hypotheses

1 and 2 simultaneously. Post-hoc contrasts were planned to
identify significant sources of variation if the anova
produced significant results.

2Throughout this report, the term "encounter" will be used to
denote a presentation of a test item to a testee. An item
is "encountered" by the testee if he/she has had an oppor-
tunity to read and respond to it. An item is "attempted"

if the testee both encounters it and responds. Thus, an
item not encountered is not attempted.
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Table 3

Distribution by test conditiomn of the
192 examinees administered Test 1

Test Medium

Item Order Printed Card CRT
Fixed order Subgroup #1
N = 67
Random order Subgroup #2 Subgroup #3
N = 50 N =75
Table 4

Data available for comparison of group ability
across norming tests 1, 2, 3 and 4

Test Administration

Test Score 1 2 3 N
Calibration Subtest I

(17 items) N=192 N=83 | N=81
Calibration Subtest IT

(18 items) N=192 N=136*

*Eight individuals in test administration group 4 did not
complete Calibration Subtest II.
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Group Differences in ability. In order to provide a
basis for comparison of average ability among groups, a
nucleus of 17 common_items was selected from among the
240 items of test 1. This nucleus was subsequently in-
corporated within tests 2 and 3. Such a nuclear subtest
is useful for correcting item analysis results for differ~
ences in ability from one norm group to another (Gulliksen,
1950, p. 367). This 17-item common subtest will be referred
to hereafter as calibration subtest I. In test 4, the
calibration subtest was substantially revised, and the re-
sulting 18-item subset, calibration subtest II, was developed
as the basis for future inter-group comparisons. Table 4
summarizes the calibration subtest data collected and
available for comparisons of ability among the groups ad-
ministered tests 1, 2, 3, and 4 respectively.

From Table 4 it can be seen that comparable performance
data on calibration subtest I were available for groups 1,
2, and 3, A similar comparison of performance on cali-
bration subtest II was possible for groups 1 and 4 only.

Prior to performing inter-group comparisons of the four
groups on the two calibration subtests, each of the subtests
was subjected to an analysis of its own psychometric pro-
perties, including subtest mean, variance, and Kuder-
Richardson formula 20 internal consistency reliability
for each group, as well as a traditional item analysis.

(It was this analysis of calibration subtest I which led
to its replacement by calibration subtest II.)

For groups 1, 2, and 3, hypothesis 3 (that of no differ-
ences in ability among groups) was tested using a 1 x 3
fixed effects analysis of variance, with accuracy score on
calibration subtest I as the dependent variable. Post-hoc
contrasts of all intergroup pairs were planned if the null
hypothesis was rejected.

For test groups 1 and 4, a t-test contrast of mean

accuracy scores on calibration subtest II was performed.

Results

Test Medium and Item Order Effects

The test 1 data for the three test medium/item order
conditions are summarized in Table 5. The summary data
include grand mean and variance, and within-group means,
variances and sample sizes for the three conditions. Table 6

3

Construction of the 17-item subset was accomplished by
Dennis L. Gibson in 1969,
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Table 5

Test 1 group means and variances under
each of three conditions of administration

Test Administration Accuracy Score
Condition N Mean Variance
1. fixed item order on

printed cards 67 .71 .009
2. random item order on

printed cards 50 72 . 009
3. random item order on

CRT 75 .69 .0173

Table 6

Analysis of variance results for testing the
hypothesis of no difference in Test 1 performance
due to varying conditions of administration

Source of Degrees of Sum of Mean
Variance Freedom Squares Square F

Between

conditions 2 .0205 .0103 . 990
Within
conditions 189 1.9593 L0104

Total 191 1.9798




Ttem difficulty (p) discrimination (rbis) and KR-20 reliability

Table 7

coefficients (rxx) for calibration subtests I and II within each norming administration

Calibration Subtest T

Calibration Subtest I1

Group 1 Group 2 Group 3 Group 1 Group U
Item P rbis D rbis rbis Item P rbis rbis
20 . 984 341 .988 L8 .955 .692 52 o9 . 554 .610 66
5l 577 .288 .512 Lzt . 590 . 369 59 Lh66 .561 LA63 . 509
6k . 990 .9Lu8 .988 -.215 . 986 -.255 85 728 .648 .765 L 544
71 .989 .9L7 .976 ~-.254 .986 .368 88 .838 . 548 . 809 . 512
77 .942 .381 .878 .581 .893 . 540 96 .948 . 927 .890 . 508
78 .979 .381 .976 .253 .959 241 99 .984 1.000 .993 . 397
88 .8138 . 548 841 667 .824 645 101 .890 814 .882 . 558
96 .948 .927 . 904 .698 .933 A58 113 Laz6 . 580 LAu8s LAl
99 .984 1.000 . 000 0.000 . 945 . 500 114 .351 . 600 .338 L6734
116 .568 o2 Lol 277 .667 Lh18 116 . 568 Lho2 . 537 .288
126 .953 .660 .988 -.085 973 .013 152 .220 JAas1 296 . 530
152 .220 L5t .265 496 . 292 . 309 162 .316 L4913 .267 A1
159 . 337 <337 277 . 5873 .310 .362 166 .120 .611 .163 .38
172 A5 .252 A58 LA418 . 500 .316 173 775 .655 .858 .538
1873 .681 IR .683 . 540 622 LT17 180 .199 . 526 .216 212
201 .848 273 .866 . 301 .817 . 383 183 .681 CAabhy 694 .609
2130 <344 .163 L3k 175 . 397 .0138 188 634 645 .575 o1
237 .094 . 324 104 L3774
T .52 .56 .80 .76 .78

_g'[_
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contains the analysis of variance table for the combined
tests of hypotheses 1 and 2. No statistically significant
effects due to treatments were found, based on the obtained
F-ratio of .990.

Group Ability Effects

Analysis of calibration tests. Table 7 contains summary
data for the psychometric analyses of calibration subtest
I within tests 1, 2, and 3, and the analysis of calibration
subtest II within tests 1 and 4. The item analysis data for
the three administrations of calibration subtest I reveals
that that subtest consisted primarily of very easy items,
some of which had low discriminations (biserial correla-
tions with total score, rbis), and that its internal con-
sistency reliability was low in two of the three groups.
Calibration subtest II, on the other hand, employed a rec-
tangular distribution of item difficulty, consisted of items
with moderate to high discriminations, and was consistently
more reliable than subtest I. The unreliability of calibra-
tion subtest I necessitated caution in interpreting the com-
parison of ability among groups 1, 2, and 3.

Ability level comparison. Table 8 contains summary
data--means, standard deviations and sample sizes--for
the four test groups on the two calibration subtests. Table
9 contains the analysis of variance table for the test of
significant differences among groups 1, 2, and 3 in their
performance on calibration subtest I. The obtained F-ratio
of .16 was not statistically significant.

Table 10 contains the results of the pooled wvariance
t-test of differences between mean scores on calibration
subtest II. The obtained t-ratio of .53 was not statis-
tically significant.

On the basis of these results, the four test administra-
tion groups were considered not to differ from one another
on the ability underlying the two calibration subtests.

Not only were there no significant mean differences
in ability among the four groups, but also, within each
subtest, the item difficulty parameters were very similar
across groups. Table 7 shows that on calibration subtest I,
the largest difference in item difficulty (p) between groups
was .173 (item 116 for groups 2 and 3); on calibration sub-
test II the laréest p-value difference was .110, Within each
subtest, the correlation between item p-values from one
group to another exceeded .98 for every pair of groups.
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Table 8

Mean and standard deviation of scores on
calibration subtests I and II within each of
the four norming test administrations

Test Administration

Subtest 1 2 3 L
Calibration
Subtest I
Mean LTh2 .736 CLThT cen
Standard
deviation L1114 124 .136 .o
N 192 813 81 .o

Calibration
Subtest IT

Mean 542 cen e .553
Standard
deviation .181 o e .o .188

N 192 oo o 136
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Table 9

Analysis of variance table for testing the
significance of differences in group mean
performance on Calibration Subtest 1

Source of Degrees of Sums of Mean
Variance Freedom Squares Square F
Between

groups 2 L0047 .0023

Within

groups 354 5.1956 L0147 .16
Total 356 5.2003

Table 10

Means and standard deviations on Calibration
Subtest II for groups 1 and 4, and the t-test
of the difference in means

Group Mean Variance t

1 542 .0328
.53
I .553 .0355
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Discussion

The statistical analyses concerned with differential
effects on test 1 performance due to varying the conditions
of testing resulted in non-significant differences. On
the basis of the data reported, the decision was made to
treat test data obtained under any of the three conditions
as equivalent. On that basis, item response data obtained
by paper-and-pencil testing within test 2 was considered
comparable to item response data gathered by CRT testing
in tests 3 and 4.

The investigation of differences in group ability across
the four tests also found no significant differences. There-
fore, the four test groups were considered equal in overall
ability on the dimension relevant to this testing research,
and no adjustments for group ability were made to the item
parameters obtained within any of the . .four groups.

Another encouraging result of comparing the four test
groups was the observed stability of the calibration sub-
test item difficulty parameters from one group to another.
The high correlations (.98 or higher) between the item
difficulty values across groups has important implications
for the stability of the parameters of the remaining norm-
ing test items whose difficulty in different groups could
not be observed.

Another result of the inter-group comparisons that
merits discussion is the low internal consistency of cali-

bration subtest I in two out of the three test groups. As
shown in Table 7, that subtest had Kuder-Richardson formula
20 internal consistency reliabilities of .52, .56 and .80

in test groups 1, 2, and 3 respectively., With the excep-
tion of the group 3 reliability, these values were much
lower than is ordinarily considered satisfactory in ability
testing, a fact which makes calibration subtest I a dubious
standard for comparing groups. The unreliability of sub-
test I was probably due to the distribution of the difficulty
values of its items, almost half of which had p-values of

.90 or larger (Table 7). Such a distribution would tend

to reduce the variance in total scores, and thereby reduce
reliability. The effect of these observations is that
calibration subtest I is a rather poor basis on which to
compare groups. Calibration subtest ITI was constructed
specifically to remedy the psychometric deficiencies of
subtest T. Subtest I1 employed a rectangular distribution

of items across the difficulty continuum and, as Table 7
shows, was consistently more reliable in comparison to sub-
test I. Calibration subtest II was incorporated into test 4,
and is intended for incorporation in future norming tests.
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DEVELOPMENT OF THE FINAL ITEM POOL

Rationale

Since there were no mode of administration or item
order effects in the preliminary analysis, and no inter-
group ability differences, the item response data from
tests 1 through 4 were not adjusted to account for differ-
ences in conditions of administration or among examinee
groups. Once this decision was made, the only remaining
independent variables of interest were the items them-
selves. Difficulty and discrimination parameters for each
item were then computed as the next step in structuring
the item pool for use in adaptive testing.

Two sets of parameters were estimated for each item.
The first set consisted of traditional item analysis para-
meters--difficulty (proportion correct) and discrimination
(biserial correlation between item score and total score).
The second set of item parameters were those of the two-
parameter normal ogive item characteristic curve for each
item., The traditional item parameters were to be used for
selecting the final item pool. The normal ogive parameters
have properties which make them particularly suitable for
use in adaptive testing and for "item banking". Both these
points will be discussed below.

For the purpose of item analysis, each examinee's total
score was expressed as the proportion correct among the
items he/she attempted; this is the "accuracy score" men-
tioned earlier. The traditional item difficulty parameter,
proportion correct, was defined as the proportion of the
examinees encountering an item who answered it correctly.
Both accuracy score and the item difficulty index, then,
minimize the effect of speed on the item analysis results,

The biserial correlation between item score and accuracy
score was employed as the traditional item discrimination
index. The biserial, rather than the point-biserial corre-
lation, was selected because of the tendency of the latter
statistic to be biased in favor of items of median diffi-
culty (Gulliksen, 1950, p. 393). Since the purpose of item
norming was to develop a large pool of items whose diffi-
culty values .were rectangularly distributed over the useful
range of difficulty, use of a statistic which favors the
median would have distorted the characteristics of the final
item pool.

A total of 575 unique vocabulary test items were normed.
Each item was included in one or more of four separate norm-
ing tests administered to samples selected from a population
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of undergraduate psychology students. Since the best esti-
mate of a population parameter is obtained by using all the
data available, item parameters of items which occurred

in more than one test were estimated by pooling the data
over the two or more tests in which any item was repeated.

Normal ogive item parameters were determined for all
items as the final step of item norming. The normal ogive
model item parameters, "a" and "b", are analogous to the
discrimination and difficulty indices of the traditional
model, but have the advantage of being invariant from group
to group, granted the assumptions of the model (Lord &
Novick, 1968, pp. 374-379). The difficulty index, "b", is
expressed in the same metric as that on which ability is
scaled under the model. It corresponds to the level of
ability (measured continuously) at which an individual has
.50 probability of responding correctly to the item. The
discrimination index, "a", is proportional to the slope
of the normal ogive item characteristic curve at "b"; the
higher the slope at that point, the more discriminating the
item. Details of the computation of these parameters are
given below,

Estimates of the normal ogive parameters were desirable
for several reasons, First, the normal ogive item diffi-
culty parameter, "b", is a function of both proportion
correct and the biserial correlation of item score and
ability; thus item scaling in terms of "b" is based on more
information than is contained in the traditional difficulty
index. This results in more precise ordering of items by
difficulty, which may be a critical issue in evaluating
the relative merits of adaptive tests (Urry, 1970). Second,
some adaptive test strategies require knowledge of latent
trait model item parameters in order to estimate an examinee's
ability (e.g., Owen, 1969; Urry, 1970). The normal ogive
model is probably the most widely known of the latent trait
models presently formulated. Third, the invariance pro-
perties of the parameters of the normal ogive item charac-
teristic curve permit the transformation of parameters
obtained within a specific subgroup of the population into
parameters relative to any other subgroup (Lord & Novick,
1968, p. 381). This last point has important implications
for the possibility of establishing large "banks" of items
of known parameters, and employing those items to estimate
an examinee's ability relative to the ability distribution
within any subgroup of a well-defined population.

Once the two sets of item parameters had been estimated,
items were selected for the final item pool. Since a large
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item pool containing items at all levels of difficulty was
desired, the item discrimination index was the critical
parameter for inclusion of any item within the final it em
pool.

Method
Ttem Parameter Estimation
Traditional item parameters. The estimates--p., T._ ,
—— : i it
and r'.1 -=-0f the traditional item parameters ﬂi, it
and di , were obtained using an item analysis program for
binary=scored (right-wrong) items. The item parameter
estimates were calculated by the following methods:
Ny
p. = * = == Tu (1}
.= fy = .
i Ni j=llJ
where p;, = proportion correct for item i
Ni = number of testees who attempted
item 1
u; s = 1 for a correct response to
J item i by testee
O for an incorrect response
=+ - 1
_ - _ (X. - X.) >
Tie T Pit T — = (pya;) [2]
x
+ -
- X. - .qg.
rit = 'it = ( i Xl) plql [,3}
s._ 2z
X P
where riy = point-biserial item-test correlation
r'it= biserial item~-test correlation
P is as defined for formula 1
; = 1-py
i; = mean test score of testees answering
item i correctly
i; = mean test score of testees answering

item i incorrectly
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s standard deviation of total test scores

X

Z
p

]

ordinate of the unit normal curve at P,

The test score used was "accuracy score", the propor-
tion correct among the items actually encountered by an
examinee, An item encountered but not attempted was scored
as incorrect; an item not encountered (i.e., not reached)
was not scored. Accuracy score for each individual (X.)
was computed by formula: J

K
X. = -]-" pX uij [4]
J i i=1
where u. . is defined as for formula 1 and k.

ithhe number of items encountered by
testee j

Separate traditional item parameter estimates were ob-
tained for each item on each test administered. On the
assumption that all testees were sampled from the same
population, data were pooled across tests for those items
common to more than one test. On this basis weighted
estimates of the parameter P; were generated, with the
weights proportional to the number of subjects within each
test. The formula used was:

N.. P.. [5]

where Ei the pooled estimate of item

difficulty

Ni’ = number of persons encountering

J item i within test j
Pi' = proportion correct for item i

J within test j
Ni = % Ni'

. j:l J
and t = the number of tests in which the

item appeared
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Pooled-data estimates of the point-biserial item-ability
correlation were obtained by a similar weighted-average
method,

Normal ogive item parameters. Two parameters, "b" and
"a", were of interest for the normal ogive item charac-
teristic curve for each item. The difficulty parameter,
"b", corresponds to the point on the ability continuum

at which the probability of a correct response to a given
item is exactly .50; the discrimination parameter, "a",
is the reciprocal of the standard deviation of the item
characteristic curve, and is proportional to the slope of
the curve at "b"., Both "a" and "b" may be expressed as
functions of the biserial correlation of item score and
ability (Lord, 1952; Tucker, 1946). Assuming a normal
distribution of ability within the examinee group, and a
metric chosen such that the mean ability is equal to 0.0,
with standard deviation equal to 1.0, the following rela-
tionships hold (e.g., Baker, 1969):

2
1 -z
Pi T [0 e 2 dz [6]
b, = =%£
i r [7]
I"
a, = —————/]r 181}
()
where P, = the proportion correct, as in

formula 1

Z a normal deviate

Y = the inverse of the cumulative normal
distribution function at Pi (a normal
deviate)

r'= r' = the biserial correlation of item

i® score and ability

For the purposes of this research, the point-biserial
item-test correlation h&t) obtained from the traditional
item analyses were transformed to estimate the value of
the biserial item-ability correlations (ri’O ). The trans-
formation used was:
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z -1
r! =r,  (pja;)% (F(Y;)) [9]

where T ri, P> and q; are as previously defined

F(x) is the unit normal density function

Yi is as defined above for formulas 6 and 7

This transformation, in somewhat different mnotation, is
given in Lord and Novick (1968, p. 340).

The parameters a; and b, were estimated from the biserial
correlations thus obtained, Using equations 7 and 8, The
value of aj is theoretically unrestricted; however, as the
value of 1! increases beyond an absolute value of .90, a

i .. . ‘ .
approaches Infinity rapidly. To prevent this, a; was
arbitrarily set to 3.00 whenever the absolute value of '
was greater than or equal to .90.

i

Selection of the Final Item Pool

The purpose of the norming efforts reported here was
to select, from among the developmental item pool of 575
items, a final item pool of vocabulary items whose psy=-
chometric characteristics make them suitable for inclusion
in adaptive tests for use within the population sampled.
An adaptive test may require a number of items at every
level of difficulty. For that reason, a relatively large
final item pool of highly discriminating items, rectangularly
distributed across the useful range of item difficulty, was
desired.

Item selection was accomplished on the basis of the
traditional item parameters rather than the normal ogive
parameters, since the normal ogive item parameters were
estimated by approximate methods. The item discrimination
index was the critical parameter for selection of items
for the final item pool. An arbitrary criterion of .,295
was established as the cutting point; only those items with
a biserial item-total correlation exceeding .295 were
selected for inclusion in the final item pool. This cri-
terion was established for two reasons. First, it is
generally representative of the lower limit of discrimi-
nation acceptable for construction of traditional ability
tests. Second, it is statistically significant at the .10
level for the smallest number of subjects responding to.
any item normed i.e., even where as few as 75 testees
responded to an item, .295 was significantly different from
a zero correlation at p < .10, using a significance test
suggested by Alf and Abrahams (1971).
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Results

Traditional Item Parameters

Appendix A contains a listing of the traditional item
parameters obtained for each of the 575 items; these are
the pooled data estimates for those items which were re-
peated in more than one test. The composition of the item
pool is summarized in Table 11, which lists the obtained
traditional parameters in a cross-tabulated count of item
discrimination values within difficulty intervals. The
number within each cell of Table 11 indicates the number
of items whose parameters fell within the discrimination
and difficulty interval defined by that cell. The total
number of items at any difficulty or discrimination level
is indicated by the corresponding marginal total.

The range of item difficulty observed was from a pro-
portion correct of .029 to 1.000. ITtem discrimination
values (biserial item-total correlations) ranged from
-.37 to 1.00, The majority of selected items had dis-
crimination indices in the moderate range (.30 to .60),
with the highly discriminating items tending also to be
very easy ones, The latter observation may reflect sampl-
ing error, but in general there is a moderate interaction
between the difficulty and discrimination parameters, which
covary positively., That is, the more discriminating items
tend to be relatively easy; the more difficult items tend
to be less discriminating.

Table 11 reveals a need for more items in the moderate
to very difficult range. Nonetheless, there are sufficient
numbers of items at all difficulty levels for use in select-
ing the final item pool.

Normal Ogive Item Parameters

The estimated parameters of the normal ogive model item
characteristic curves are also listed in Appendix A. Table
12, a cross-tabulation by discrimination (a) and difficulty
?b) indices, summarizes the distribution of these estimates.

For. the purposes of the present research, extreme values
of the difficulty parameter (|b > 3.60) are not distin-
guished from one another.)

The normal ogive model ability parameter, 6, can be
interpreted similarly to a normalized standard score (z-score);
thus virtually the entire population have ability 0 ranging
from -3.00 to +3.00. 403 items fell within this range, 400
of which had discrimination parameters, "a", larger than 0.0.



Table 11

" Number of items at each level of difficulty and discrimination,
traditional item parameters, p and r,

t

based on

Proportion Correct (p)

.10 .20 .30 Lho .50 .60 .70 .80 .90
Discrimination 0 to to to to to to to to to to
(rit) .099 .199 .299 .399 .499 .599 .699 '.799 .899 1.00 Total
.90 - 1.00 7 7
.80 - .899 2 8 10
.70 - .799 2 1 3 1 6 11 24
.60 - ,699 1 1 1 2 9 5 8 6 10 9 52
.50 - .599 3 7 3 6 11 18 8 7 15 78
Ao - Lhoo9 1 6 12 19 8 16 12 14 8 10 106
.30 - .399 3 10 15 15 6 12 7 8 6 10 92
.20 - .299 1 7 3 15 15 9 L 2 5 10 71
.10 - .199 15 8 12 5 2 2 1 1 1 47
0 - .09y9 1 11 13 13 L 3 1 2 2 50
rit< 0 A 15 5 2 1 3 30
Total 11 68 64 813 54 61 52 L2 Lé 86 567 %

*Eight of the original 575 items were dropped from consideration due to

irregularities of administration.

_Lz...



Number of items at each level of difficulty (b) and discrimination (a),
for the normal ogive item parameters

Table 12

Difficulty (b)

‘Discrimination b> 2, 2,0- 1.2- L4- - -1.2- -2,0 -2.8 -3.6 b <
a 3.6 3. 2.79 1.99 1.19 .39 -.39 -1.19 -1,99 -2.79 -3.6 Total
a>» 2.00 7 7
1.00 - 1.999 3 1 12 9 3 28
.90 - .999 3 4 2 5 3 L 21
.80 - .899 1 1 6 6 3 1 18
.70 - .799 L 6 9 7 2 2 30
.60 - .699 1 4 3 11 19 4 6 3 4 55
+50 - .599 1 1 7 12 11 15 7 6 3 2 65
LA40 - 499 3 11 10 13 14 7 6 8 3 5 80
.30 - .1399 L L 8 13 10 8 8 7 1 3 8 T4
.20 - ,299 7 2 2 10 10 7 8 4 3 13 66
.10 - ,199 22 2 L 6 2 2 1 1 L Ly
.00 - ,099 38 2 1 1 1 1 5 Lo
a<€o 4 2 3 21 30
Total 75 15 28 51 58 73 76 56 46 27 62 567 %

*Eight of the original 575 items were dropped from consideration due to

irregularities of administration,

_82_
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Description of the Final Item Pool

Application of the minimum biserial criterion for item
selection resulted in a final item pool of 369 items.
Appendix B, a cross-tabulation of the items in the final
item pool by discrimination and difficulty parameters, lists
the selected items by item reference numbers (see Appendix
A for specific information on each item).

Inspection of the marginal totals of the difficulty
distribution in Appendix B reveals that the distribution
of difficulty values of this final item pool was not rec-
tangular as desired. Rather, there is a predominance of
items in the moderate-to-easy range, with fewer very diffi-
cult items available than easy ones. Inspection of the
marginal frequencies of Table 11 shows that the distribution
of items by difficulty favors the reldatively easy items.
Far more easy items (p—values greater than .60) were normed
than difficult ones (p-values less than .MO); difficulty
parameters of 115 items fell in the median difficulty range
(p-values between .40 and .60). However, as Appendix B
shows, with the exception of very difficult items (p € .10)
the final item pool had a minimum of 20 items available in
each decile of the range of item difficulties.

DIMENSIONALITY OF THE FINAL ITEM POOL
Rationale

Based on the analyses reported above, a pool of 369
items was selected for use in computer-administered ability
testing research. A requirement of this final item pool
is that its items measure a single dimension of ability.
Not only is unidimensionality of the item pool a basic assump-
tion underlying adaptive testing strategies (see Weiss &
Betz, 1973), it is also fundamental to the appropriateness
of the use of the normal ogive model for scaling items and
estimating ability (Lord & Novick, 1968, p. 366). These
normal ogive item parameters will be employed in some of
the adaptive testing strategies examined in the course of
the parent research project. Because of the importance of
unidimensionality of the item pool for the uses to which it
will be applied, some evaluation of that assumed unidimen-
sionality was necessary.

Rigorous investigation of the hypothesis of unidimen-
sionality is difficult since statistical procedures for
testing such a hypothesis in the absence of distributional
assumptions are not presently available, When distribu-
tional assumptions are made (such assumptions are fundamental
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to use of the normal ogive as a model for the item charac-
teristic curve) factor analytic procedures are available,
but their results are not definitive, since the number of
common factors extracted from a correlation matrix is partly
a function of the index of relationship used, Lord and
Novick (1968, p. 375) point out that multivariate normality
of the variables underlying a set of dichotomous item statis-
tics, and a single common-factor structure, are sufficient
but not mnecessary conditions for confirming the assumption
of unidimensionality of the latent variable space underlying
a set of test scores.

In the absence of a definitive test of the unidimen-
sionality assumption, unidimensionality was evaluated in-
directly. At an intuitive level, at least, the items com-
prising the final item pool appear to be homogeneous. All
are vocabulary test items; all have the same format; all
require the same task of the examinee; the only apparent
difference in the items is in the specific knowledge required
in order to respond correctly to each. Granted that the
final item pool seemed homogeneous, however, the question
was investigated further by making a set of predictions about
its expected characteristics if the unidimensional case ob-
tained, then testing those predictions with the norming data.

If the item pool were unidimensional, it would be expected
that the matrix of tetrachoric interitem correlations would
have just one common factor. Demonstration of that predic-
tion in the data would constitute sufficient evidence of
unidimensionality, as mentioned above. For several reasons,
however, it was not possible to study the dimensionality
of the intercorrelations of the 369 items in the final item
pool. First, the sheer size of the correlation matrix (369
by 369) involved was too large for available computer facili-
ties. Secondly, however, the research used in the norming
studies did not yield data amenable to such an analysis. No
testee in the norming studies had completed more than 240
items out of the 575 originally studied. Furthermore, no
item was completed by more than 192 subjects within any one
norming test, Therefore, the subjects-to-variables ratio
in the analysis would have been unfavorable to a meaningful
factor analysis, with almost twice as many variables as sub-
Jjects,

To circumvent these problems, yet to obtain some evidence
about the unidimensionality of the final item pool, an al-
ternative procedure was followed. Random subsets of items
were sampled from the 369-item final pool. For each random
subset, the interitem correlation matrix was computed, and
factor analysis was performed on each such matrix. In
addition to these analyses, factor analyses were performed
on several similar matrices constructed from computer-
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generated random item response data. Confirmatory evidence
of unidimensionality in the real item pool would be 1) that
the first common factor in each real data matrix would be

a general factor which would account for a major proportion
of the common variance and on which all variables would have
significant loadings; 2) that the second and subsequent
factors extracted from each real data matrix would account
for much smaller, and approximately equal proportions of
common variance; 3) that the loadings of the real variables
(test items) on the first common factor would reflect a
positive manifold in the test items, i.e., that they would
load uniformly in one direction; and 4) that none of the
matrices of random generated data would satisfy criteria 1,
2, and 3. These first three criteria are similar to those
applied in a related study, without item sampling, by Indow
and Samejima (1966). The fourth criterion, which involves
contrasting the factor structure and factor contributions
of real test data with those of random data, was intended
as a safeguard against random sampling fluctuations.

Further confirmatory evidence for unidimensionality
also involves the first factor loadings of the items sampled
for each factor analysis. Henrysson (1962) has shown that
each first factor loading closely approximates the biserial
correlation between item score and the total score, when
a complete set of items is factor-analyzed. In a set of
unidimensional test items, the first factor may be thought
of as the "latent trait," inperfectly measured. Then the
loading of each item on the first factor is an estimate of
the item "reliability," its saturation with the latent
trait. Another estimate of the same quantity is provided
by the traditional item discrimination index, which is the
correlation between item score and total score on the test.
In the unidimensional case, the test itself is highly satu-
rated with the latent trait; therefore each item-test corre-
lation should correspond very closely to the item's loading
on the first factor. The strength of such a correspondence
has implications for the tenability of the assumption of
unidimensionality.

Such an analysis was conducted for each of the randomly
selected subsets of items mentioned above. Factor analyses
were performed using the matrices of tetrachoric interitem
correlations. For each item, its first factor loading was
compared with its item-test biserial correlation obtained
from the analysis of the norming tests. The expectation was
that the two indices would correspond highly, lending support
to the assumption of unidimensionality.

Method

The method used to evaluate the unidimensionality hypo-
thesis involved contrasting the results of factor analyses
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of empirically obtained interitem correlation matrices
against the results of similar analyses on intercorrelations
of computer-generated random binary variables. Assuming
unidimensionality of the items of the final item pool,
certain specific predictions were made about the structure
underlying any matrix of intercorrelations among samples of
its items. The degree to which such predictions were con-
firmed in the empirical responses of examinees to the items
of the final item pool was taken as a measure of the tena-
bility of the assumption of unidimensionality. Additional
confidence in that assumption would be justified if it
could be shown that such predictions, if verified in the
empirical data, do not hold in random data, i.e., in sets
of random item responses in which a single dimension of
ability is known not to underly item performance.,

In order to employ factor analysis meaningfully, a
minimum subjects-to-items ratio of about 10-to~1 was adopted.
Since the largest norming test (test l) had 192 subjects, a
subtest drawn therefrom should be about 20 items in length
to approximate the desired ratio. Accordingly, from among
the test 1 items selected for the final item pool, 20 items
were sampled by a randomization procedure to constitute a
subtest. This random item-sampling procedure was repeated,
without replacement, until six independent 20-item subtests
were constructed from the items of test 1. Then, from the
original scored item responses of test 1, the six data sets
were drawn, each consisting of the responses of the 192
subjects to a 20-item subtest. Corresponding to these, six
matrices of random 1's and O's (i.e., random "item" scores)
were computer-generated, each matrix consisting of the
responses of 192 "subjects" to 20 hypothetical "items."

For each of the twelve subsets of item scores, six of
which contained real data and six containing random data,
a 20-by-20 matrix of interitem correlations was constructed.
These matrices were obtained using program TETREST (McBride,
l97h), a computer program which analyzes scored test data
and yields matrices of interitem tetrachoric correlation
coefficients., The tetrachoric r was selected as the index
of interitem relationship because of its invariance under
differences in the marginal proportions of pairs of items;
the fourfold point correlation (phi) is well known to be
sensitive to such differences (Carroll, 1961),

Each of the twelve intercorrelation matrices was analyzed
by an unrotated principal axes factor analysis, with commu-
nalities estimated by the absolute value of the largest corre-
lation in each row of the matrix. The first nine factors were
extracted from each matrix.
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The criterion for accepting the hypothesis of a unitary
attribute underlying the final item pool was satisfaction
of the following predictions about the results of factor
analyses of the real and random data.

1. Fach of the real data matrices was expected to show
the same factor structure comprised of a single large general
factor. The random data matrices were not expected to show
such a general factor.

2. After extraction of the large first factor, the
second and subsequent factors in the real data were expected
to have eigenvalues of approximately the magnitude of
spurious factors due to sampling error; these were expected
to be of about the same magnitude as the largest factor in
the random data matrices.

3. Within the real data matrices, each of the test
items was expected to load significantly and in a uniform
direction on the first factor, in contrast to the random
data variables, some of which should load positively and
some negatively on the respective random factor. Signifi-
cant loading in a uniform direction would be the case in.
a true single-factor structure when all the variables were
preselected on the basis of positive correlations with some
measure of that factor; the 120 real-data items from the
final item pool were so selected. Failure to meet this
requirement in any of the real data matrices would be evi-
dence that the first common factor in that matrix was not
approximately collinear with norming test score (the cri-
terion against which the discrimination index was cal-
culated in the item analysis phase of the present study).

4, Within each real data matrix, the first factor load-
ings of the items were expected to correspond closely to
the item discriminations obtained from the item analyses.
The item discriminations were the biserial correlations
between item score and score on the longer norming test;
the first factor loadings were those occurring within a 20-
item subset of the longer test, analyzed as a subtest.
Although the subtests were not independent of the norming
tests, the high correspondence between the indices in
question would not be expected to obtain uniformly across
the several subtests unless the items of each subtest were
all saturated with the same common factor and that factor
was the first common factor contained in the norming test.
The latter premise would be highly unlikely unless the
norming test measured essentially a single common factor.
Evaluation of the correspondence between item discrimina-
tions and their first factor loadings was accomplished by
calculating product-moment correlation coefficients between
the two indices for the items of each subtest. Finally,
that correlation coefficient was calculated for all 120 real
items combined.
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Results

Factor contributions. The 12 matrices of tetrachoric
interitem correlations and the principal axis factor load-
ings of the first nine factors extracted in each analysis
are shown in Appendix C.

Table 13 lists the eigenvalues and percentage of common
variance accounted for by each of the first four factors
for each of the six factor analyses for both real and random
data matrices. In the six real data matrices, the first
factor accounted for 50% to 59% of the common variance,
and the second factor accounted for 13% to 20% of the common
variance. The first factor in each case, therefore, accounted
for about three to four times as much common variance as the
next largest factor.

In the random data, the largest factor within each sub-
set accounted for little more common variance than the
second and lesser factors,. First factors of the random
data accounted for about 25% to 28% of the common variance,
approximately half of the proportion of common variance
accounted for in the real data. Second factors of the
random data accounted for more of the common variance in
every case than did the second factors of the real data.
Similar findings were observed for the third and fourth
factors of the random data in comparison to those of the
real data. Since the random data arose out of a deliberate
randomization process, the logical "factor structure" under-
lying them can be considered to reflect sampling fluctuations
around a true null relationship.

Figure 1 compares the eigenvalues of the real data matrices
with those of the random data matrices, showing ranges and
medians of the nine eigenvalues extracted from each of the
six real and six random data factor analyses. Figure 1 shows
that in the real data the first factor extracted by far the
largest amount of variance, while the second factor extracted
little more common variance than the later ones,. Indow and
Same jima (1966) interpreted strikingly similar results as
arising from a one-dimensional latent space. The random
data factor contributions depicted graphically in Figure 1
are notably different from the real data factor contribu-
tions in one principal respect: the random data lacked a
general factor which accounted for any substantial amount
of the common variance. Furthermore, none of the random
factors even approximated the magnitude of the first factor

from the real data analyses, The random data factor con-
tributions are remarkably 1like those of the second and
subsequent factors in the real data. These findings pro-

vide evidence for the single-factor hypothesis in the real
data.



Table 13
Eigenvalues (factor contributions) and percent of common
variance accounted for by the first four factors from each
of the six factor analyses for real and random data

Real Data Random Data
% of common % of common

Factor Eigenvalue variance Factor Eigenvalue variance

Subtest 1 6.37 52,50 Sample 1 1.22 26,30
2 1.59 13.07 2 1.02 22.06

3 1.26 10.40 3 .92 19.79

4 1.07 8.81 L .76 16.34

85-79 8 . 9

Subtest 1 5.34 50.23 Sample 1 1.27 25.14
2 2.10 19.80 2 1.08 21.48

3 1.21 11.136 3 .83 16.50

b 1.05 _9.87 4 LTh 14.64

91.26 77.76

Subtest 1 5.92 56.04 Sample 1 1.23 26.35
2 1.51 14,32 2 1.01 21.56

3 1.18 11.19 3 .82 17.59

4 .96 9.07 L .73 15.64

90.63 81.15

Subtest 1 5.50 54,17 Sample 1 1.19 27.61
2 1.57 15.43 2 .87 20.14

2 1.08 9.84 3 .80 18.54

9 9.32 4 .66 15.35

88.76 81.6

Subtest 1 5.84 58.67 Sample 1 1.25 25.90
2 1.32 13.24 2 1.02 21.11

3 1.09 10.96 3 .90 18.51

4 .81 8.10 4 .78 16,11

90,96 81.63

Subtest 1 h,62 50.15 Sample 1 1.16 24,97
2 1.27 13.79 : 2 1.08 23.42

3 1.04 11.25 3 .98 21.14

4 .91 9.90 L .62 13.37

85.09 82.90
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Factor structure. Table 14 lists the loadings (sorted
in increasing order) of each subtest item on the first
principal factor of each of the six real data subtests.
Without exception, each of the 120 items sampled to com-
prise the six subtests loaded in the same direction on the
first factor in its subtest, and each of their 120 factor
loadings was statistically significant (Harman, 1960).
These data meet the usual criterion for a "general" factor.
That this factor structure is not found in data arising
from more than one common factor is demonstrated by the
factor loadings found in the six random data "subtests",
also shown in Table 14. In the random data the first common
factor was bipolar; i.e., significant positive and negative
loadings occurred as consistently on the first factor as
on lesser ones, In the real data, bipolarity was observed
only in the second and lesser factors. Thus, the predic-
tions made on the basis of the unidimensionality assumption
were borne out in the real data, with no similar findings
in the random data.

Item discriminations and first factor loadings. Table
15 1lists, for each subtest, the factor loadings for the
items in the subtest, and the correlation of each item with
total score on the norming test (item discrimnation). Also
shown are the product-moment correlations between each item's
first factor loading and its discrimination index in the

norming test. Correlations between factor loadings and item
discrimination ranged from a low of .76 for test 1 to a high
of .94 for test 5; the median correlation was .87. For all

120 items in the six subtests combined, the correlation
between item discriminationsand first factor loadings was
.85, These results indicate a high degree of correspon-
dence between the two sets of item characteristics. These
data fulfill prediction 4, above, and are supportive of
the hypothesis of a unidimensional set of items comprising
the final item pool.

Summary. The results reported above are all character-
istic of a set of unidimensional data; the same results
would be extremely unlikely in cases in which a multidimen-
sional latent space underlies individuals' responses to the
test items. Thus, multidimensional data would be unlikely
to produce results having the characteristics of the real
data analyzed above: l) highly similar factor structures
in all six real subtests, characterized by a predominant
first factor and subsequent factors similar to those of
random dataj; 2)'uniformly unidirectional and significant
first-factor loadings of all 120 test items; and 3) high
correlation between those factor loadings and the indepen-
dently estimated item discriminations., These data, considered
in combination, provide reason to believe that the latent



Table 14

Sorted factor loadings (f) of 20 test items on the first common factor extracted from each of the
six real data correlation matrices, and factor loadings for the first factors of the six
random data matrices

Real Datad Random Data

Subtest ' ] "Subtest"
1 2 3 4 5 6 1 2. 3 bk 5 6
item £ item f item f item £ item f item f item £ f f A f f
58 .28 107 .26 148 .23 234 .35 151 .29 176 .26 1 Lk .50 .55 1 LA47 .38 .48
159 .31 193 .32 93 .32 26 .35 217 A2 137 .32 2 .ho 1) .32 .35 .35 46
168 .35 152 .35 53 .36 238 .37 133 Lh2 1k .36 3 .35 .25 .30 .23 .30 Jab
157 .36 237 .38 81 .38 164 .37 111 .43 205 .37 L .32 .20 .17 .23 .23 42
131 .36 231 L4000 214 Jhl 147 .37 224 47 134 Jh 5 .31 .10 .17 .21 .23 .19
233 .36 185 L4132 43 82 .41 110 b7 222 a1 6 .21 .10 .16 17 .19 W17
94 46 162 b5 39 Lk 183 41 208 .48 216 a2 7 .19 .0h .14 .16 .18 W12
202 .49 115 .50 207 A7 50 Ry 95 .48 108 Jh2 8 18 .01 .11 .15 .06 .08
L6 .51 140 .50 117 L9 114 .50 69 b9 133 s 9 .15 .02 .07 14 .02 .08
211 540 123 .52  1h5 .50 76 .54 112 .50 83 s 10 .13 .02 .00 .07 -.00 .03
203 .54 174 .53 235 .52 149 .54 209 .52 134 46 11 .12 .05 .00 .06 -.07 .02

.05 -.05 -,10 =-,09 =-,01
.06 -.12 -,10 =~-.,17 =~.03
.11 -,18 -.16 =~.21 -,04
.12 -,22 -.,22 -,24 -,05
.28 -.23 -,24 -,26 -.05

59 .60 106 .53 63 .53 52 .55 154 .53 215 .50 12 .09
4y .61 169 .54 0 116 .53 143 .55 188 .56 204 .51 13 .06
hr .65 31 .57 80 .58 34 .56 60 .56 37 .52 14 .05
180 .66 56 .58 86 .65 227 .56 128 .63 232 .52 15 .05
134 .70 173 .59 85 .67 158 .57 103 .64 239 +57 16 .0l
36 .71 109 .60 130 .70 104 .63 199 .65 113 .57 17 -.03 .29 =.29 =.25 =.31 =-.05
90 .73 84 .65 13 .74 221 .64 91 .67 156 .59 18 -.26 .32 =-.32 -.,28 =.35 -.11
190 .76 66 . .67 191 .76 Ly .71 161 .68 125 .62 19 -.33 =.35 =~.34 -.38 -.35 -.13
166 .81 127 .70 87 .77 101 .76 194 LTh 27 .68 20 -.43 .56 -4z -,41 - 42 .47

_.8{:_

aLoadings for these factors have been reflected.



Table 15

Comparison of the first factor loadings (f) of the six real
data 20-item subtests with their respective biserial correlation
with total score (r) on the full-length norming test, and the
correlation of f and r within each subtest

Subtest
2 3 L 5
f r f r f r f r f r f r
283 434 260 327 230 333 347 46 286 375 259 320
306 339 317 326 315 430 355 299 h17 385 320 371
351 348 351 450 355 Lek 366 396 420 368 363 385
359 302 377 324 380 376 367 378 k26  L36 369 427
360 488 Lok 409 Lo8 389 372 358 468 rded Lo9 385
365 Lol Lk Loe L2s 337 Lo6 iy 471 500 Liz Lk
459 438 L53 L4os Lo 308 413 4y 476 Lol 416 346
4913 4oy Lgg ho7 L68 516 Lo hs1 . L7 451 Lol Lok
507 554 500 458 490 Lhéet 500 599 487 Lie Liog 367
537 520 516 557 501 507 538 L87 497 Lel Lsh 612
544 547 525 538 519 490 544 557 520 538 Ls7 556
602 560 526 524 527 537 545 558 - 527 551 502 433
6173 671 gn 550 531 Loz 551 608 © 562 645 511 588
650 657 566 552 581 619 560 595 5673 538 517 554
664 529 580 600 649 609 564 579 625 6133 519 508
696 693 590 538 672 652 565 699 640~ 663 566 610
711 776 603 665 700 599 630 5673 651 6773 567 520
731 6135 648 819 735 8138 6139 547 665 638 586 5473
775 825 671 7273 764 813 715 702 682 651 619 7139
809 438 697 680 772 702 764 829 737 8013 680 776
r=.76 r=.88 r=.87 r=,89 r=.94 r=.84

Note.--Decimal points have been omitted.

_6€_
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space underlying the 120 items sampled is one-dimensional.
By inference to the population of 369 items from which the
120 items were sampled, it is reasonable to treat the entire
final item pool as unidimensional,

LIMITATIONS OF THE FINAL ITEM POOL

The research reported above resulted in the selection
of an essentially homogeneous pool of 369 word knowledge
test items, each characterized by estimated values of its
classical and normal ogive model difficulty and discri-
mination parameters. While this item pool has some utility
for adaptive testing research (e.g., Betz & Weiss, 1973;
Weiss, 1973; Larkin & Weiss, 1974) it has a number of
technical limitations. These limitations can be summarized
in four categories: l) generalizability; 2) traditional
item parameters; 3) normal ogive parameters; and 4) factor
analyses,

Generaligzability

The use of a college population as the source of experi-
mental subjects raises the problem of restriction of range.
This is especially true when "ability" is being measured.

All the norming done within the research reported here used
college undergraduates as subjects; therefore, the results
reported--particularly the item parameters--are obviously
not generalizable beyond the population sampled. The diffi-
culty and discrimination indices of the items, and perhaps
even the factor structure, might vary considerably in less
homogenous groups. The purpose of the norming work, however,
was to establish a pool of items of known parameters from
which to construct tests for adaptive administration by
computer. The parent research project will use the obtained
item parameters in research tests whose subjects will be
drawn from the same sources sampled from here. Any other
applications of the items normed herein will have to be
preceded by separate norming studies on the population in
question.

Availability of the normal ogive item parameters might
serve to increase the generality of the item pool. At hand
is a large set of test items calibrated on a sample of
college students. Calibration of the normal ogive para-
meters of the items by the methods described above involved
arbitrarily determining the metric for ability (n) so that
its mean was equal to 0.0 and its variance equal to 1.0,

To calibrate the same set of items on another group, both

the original norm group (group l) and the new group (group
2) can be considered to be subgroups from a larger popula-
tion; this assumption permits taking advantage of the in-

variance properties of the normal ogive item parameters.
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Using the assumptions of normal ogive item parameter theory
it is possible to calibrate the entire item pool for the

new group by norming only a subset of the final item pool

on that group. The parameters of the items in the subset
would be estimated from the norming data obtained from

group 2, just as was done for the original norm group (group
1). The newly-obtained item parameters of the subset items
could be plotted against their parameters in group 1.
Plotting the discrimination parameters should result in

a linear relationship with a zero intercept. Plotting

the difficulty parameters the same way should also vield a
linear relationship, but not necessarily a zero intercept
(Lord & Novick, 1968, pp. 380-381). From these data the two
linear regression equations for the item parameters of group
1 on group 2 may be calculated. Application of these pro-
cedures to a subset of the items in the current pool would
result in regression equations for transforming the present
item pool parameters into parameters appropriate to a new
group of subjects. The regression equation obtained in a
subset of the item pool may be used as the basis for trans-
formations of the parameters of every item in the pool.

Or, if the new group were norming a new set of items for

the first time, the newly obtained item parameters may be
transformed into parameters comparable with those of the
final item pool and relevant to group 1, the original
"standard" group.

Traditional Item Parameters

Calculation of the traditional item discrimination
indices was done using a different total score in each of
the four norming tests. Since the content of the four
tests was independent of the content of each of the others
(with the exception of the calibration items), it can be
argued that the discrimination indices are not comparable
from one test to another. The possible lack of compara-
bility of the biserial-r discrimination indices obtained
from total scores on different, non-parallel, tests is an
important consideration in generalizing the results of the
analyses reported in this paper. Lacking any common reliable
criterion across test administration, however, there was
little choice but to assume comparability. This assumption
is tenable, however, since a unitary trait was considered
to underly the reliable variance in separate tests, and an
individual's test score was expected to be an increasing
function of his- level on that trait. The results of the
factor analyses above lend direct support to the assumption
of a unitary trait. Futhermore, the same results lend in-
direct support to the comparability of item-test correla-
tions across norming tests, in light of the high corres-
pondence between each item's first factor loading and its
correlation with score on the long norming test.
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Normal Ogive Item Parameters

Stable estimates of the normal ogive item character-
istic curve parameters require large numbers of examinees
at each of several adjacent levels of 0. As a conse-
quence, very large sample sizes are required for satis-
factory estimates. The sample sizes reported herein are
too small by usually specified criteria to yield any-
thing but approximate values. Furthermore, the method
used here employs the item-test biserial correlation as
an approximation to the item-trait biserial correlation
to estimate item parameters "a" and "b".

In the case of a purely unitary trait, the loading of an
item variable on the single common factor extracted from
the matrix of tetrachoric inter-item correlations is nearly
identical with the item-trait biserial correlation (Henry-
sson, 1962). In the case of empirical data, that corres-
pondence will be attenuated somewhat, but the item load-
ings on the first common factor (in data in which one
common factor accounts for most of the variance) are satis-
factory estimates of the item-trait biserial correlations
(Bock & Wood, 1971). 1Inspection of the factor loading
tables reported above reveals that, for those items selected
randomly for factor analysis, the item-test biserial esti-
mates corresponded closely to the first factor loadings.
This correspondence was taken as support for the hypothesis
of a unitary trait. These data can also be taken as justi-
fication for the approximation used in computation of the
parameters of the item characteristic curves.

While it is recognized that the normal ogive item
parameters reported here are approximations with an un-
known degree of accuracy, these approximations appear to
have characteristics of more exact latent trait parameter
estimates, and are of practical utility in scaling items
for adaptive test applications (e.g., Betz & Weiss, 1973;
Larkin & Weiss, 1974).

Factor Analyses

The results of the separate factor analyses of six
20-item subsets have been taken as supporting evidence for
the essential unidimensionality of the final item pool.
One obvious limitation is that a larger subset--perhaps
even the entire pool--should have been used. The consi-
derations of saimple size that led to rejection of such
an approach have been discussed previously. It was felt
that six replications, using random sampling procedures
to select the 20-item subsets, should suffice to reveal
any chance contributions to the factor structure due to
item-sampling. At the same time, the use of multiple
replications attributes a degree of generality to the
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results which is not possible when the factor analysis is
based on only one large set of items.

A DESIGN FOR FUTURE NORMING

Each of the technical limitations of the norming efforts
reported above arose out of practical considerations imposed
in part by the small sample sizes available in the college
setting. Although the item parameters obtained by the
present research are expected to be of practical utility
in evaluating different strategies of adaptive testing,
the present experience has provided a basis for the design
of a more comprehensive norming study in which the short-
comings of the initial norming work may be overcome., Since
a new norming study would necessarily precede the employ-
ment of any adaptive testing strategy in the evaluation of
individual differences in any practical application, a
plan for such a study is outlined below, along with a number
of special considerations peculiar to the problems of develop-
ing a unidimensional item pool for computer-administered
adaptive testing.

One such consideration is the size of the final item
pool: it must be large enough to permit a number of items
to be drawn from any one difficulty level without exhausting
the items available at that level. The exact number of items
will vary as a function of the planned length of the adap-
tive test and the heterogeneity of ability of the popula-~
tion of interest. Suffice it to say that the 369-item pool
developed above is not too large. The relatively large size
of the final item pool requires that the development item
pool be even larger--perhaps twice as many items will be
tried than will be satisfactory. Since it would be un-
reasonable to require a norming sample to take, say, a
600-item norming test, the development item pool will have
to be divided into several different short norming tests,
to be administered separately to different groups of testees.

In order to avoid problems in comparing these differ-
ent groups, some common nucleus of items should be ad-
ministered to each, such as calibration subtest II, which
was developed for such a purpose. Another problem arising
from giving different tests to different groups is that of
the criterion against which the index of item discrimina-
tion will be calculated. It is highly desirable to have a
common criterion for that purpose. The calibration subtest

can also be useful for that purpose. As presently con-
ceived, however, that subtest is too short to exhibit the
reliability desirable in such a criterion. Therefore, a

longer criterion subtest is proposed, which would serve
as a standard for intergroup ability comparisons, as a
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criterion for computing discrimination indices of norming-
test items, and as a basis for scaling transformations of
item parameters (see below). Had such a subtest been
available at the outset of the present research it could
have mitigated several of the technical problems which
were inherent in the present work.

Other limitations of the present work were directly
due to the relatively small number of subjects employed in
the norming. The proposal below is predicated on the use
of considerably larger norming groups. Large samples will
permit direct factor analysis of the test data, and hence
a direct evaluation of the dimensionality of the item pool.
Further, it will permit the use of "hold-out" groups for
cross-validation or replication of results in order to dis-
tinguish stable results from sampling fluctuations. Finally,
large sample sizes will permit stable estimates of latent-
trait model item parameters, which promise several advantages
for adaptive testing.

Listed below in outline form are the basic steps of the
proposal. Each of the seven steps is discussed in some

detail following the outline itself,

Basic steps

1. Define the population of interest.

2. Compile an initial development test and norm it on
a representative sample from the population.

3. On the basis of the norming data, construct a
calibration/criterion subtest.

b4, Construct several long secondary development tests
incorporating the calibration/criterion subtest.

5. Norm these development tests on large representa-
tive samples from the population.

6. Perform item analyses of the development tests,
employing calibration/criterion subtest score as

the criterion.

7. Select items for the item pool on the basis of the
item analysis data.

Operationalization

Population definition. The definition of the popula-
tion of interest will delimit the examinee groups in which
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the item pool is to be employed. One of the premises
favoring use of adaptive tests is that such tests can
provide more information than conventional tests about
examinees in the extremes of the distribution (Weiss &
Betz, 1973); from this it follows that an adaptive test
can be employed within a highly heterogeneous popula-
tion. Whereas a conventional test is appropriately used
within a rather narrowly defined population (e.g., high
school seniors) a well-designed and constructed adaptive
test should be useful in a much more broadly defined group
(such as ninth to twelfth year high school students). The
adaptive procedure itself, and the assumed invariance
properties of the latent trait model item parameters,
permit defining the population in terms of two or more
subgroups whose average "ability" is known to differ,
Taking advantage of that fact makes it possible--even
desirable--to define the population of interest rather
broadly, and once the final item pool. is developed, to
apply adaptive tests across a relatively broad range of
subgroups.

Initial norming. The initial development test will
be used solely to scale items for the purpose of select-
ing items for the calibration/criterion subtest. For that
purpose the development items should span the range of item
difficulty required for the calibration subtest (see below).
This will require some Jjudgment on the part of the test
constructor, of course. The size of the initial develop-
ment test should be two to three times the size of the
calibration test which is to be selected from it, to pro-
vide some assurance of its yielding a sufficient number of
items having the characteristics desired for the calibra-
tion subtest items.

Once the initial development test is assembled, it
should be administered to a representative sample of persons
from the general population of interest, or to samples from
two or more of the subgroups which are subsumed under the
general population. Sampling from the entire population is
preferable, since the scaled item parameters so obtained
would be relative to the entire population. This would
facilitate constructing the calibration subtest to have the
characteristics described below. However, if the second
alternative is followed, the subjects should be selected
to be representative of both average and extreme levels of
ability in the population.

Developmeht of the calibration test. On the basis of
the item analysis data from the initial development test,
the items for the calibration/criterion subtest should be
selected. The subtest so constructed will serve as a
"standard" in all subsequent norming, so great care is
necessary in its construction. It should have high internal
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consistency, and its items should span the entire range
of item difficulty.

The subtest needs to be of at least moderate length
in order to make it reliable, Since it will serve later
as a standard criterion against which item discrimination
will be calculated, those discrimination indices will be
attenuated artifactually to the extent that the subtest
is unreliable. With its psychometric characteristics held
constant, a test with item intercorrelations in the typical
range will rapidly approach its maximum reliability at a
test length from 40 to 60 items. This length is therefore
suggested for the calibration/criterion subtest.

A wide range of item difficulty is required in order
to employ this subtest as a basis for transformations of
item parameters from those obtained within some standard
group to parameters appropriate to some other population
subgroup. The parameters transformed may be the pro-
portions correct (using the procedure suggested by Gulliksen
1950, pp. 377) or may be the normal ogive item parameters
(according to the Lord and Novick (1968) method). Achiev-
ing stability of any such transformation is facilitated by
avoiding restriction of range; in this case, restriction
of range is avoided by exploiting the entire useful range
of item difficulty.

Constructing the test from items spanning the useful
range of difficulty would have the effect of attenuating
the internal consistency reliability of the subtest. Item
difficulties around .50 would tend to maximize reliability
(Nunnally, 1967), and it is thus desireable to incorporate
into the test a number of items of median difficulty. High
internal consistency as well as the desired range of diffi-
culty could be achieved by combining two subsets of items
to comprise the test. One subset of items, about half the
number in the subtest, should have a rectangular distribu-
tion of item difficulties. A second subset of items should
be "peaked" at median difficulty

These considerations imply some specific suggestions
for constructing the calibration/criterion subtest on the
basis of item analysis data.

1) Establish subtest length, K, between 40 and 60
items to permit reliability to approach its maximum.

2) Consider the items in the range of p-values from

.05 to ,95.

3) Divide the p-value range into ten equal intervals
and select the K/2O highest discriminating items from
within each interval., This will yield K/2 highly discrimi-
nating- items with an approximately rectangular difficulty
distribution.
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4) Select the remaining K/2 items from the most dis-
criminating items of median difficulty value. This will
yield an approximately peaked and highly discriminating
subset of items.

5) Using a holdout sample from the norming data,
analyze the K items as a subtest. Make refinements as
necessary to provide high internal consistency and the
desired distribution of item difficulty. This analysis
should include an investigation of the dimensionality of
the subtest. The calibration/criterion subtest should be
considered complete only after it has been shown to measure
a unidimensional trait as well as to have the desired pPsy-
chometric characteristics.

Development of a trial item pool.,. After the develop-
ment of the calibration/criterion subtest, calibration of
a large item pool may proceed. Since. a large final item
pool is required, several long norming tests should be
constructed, each of which will be administered to norming
groups in conjunction with the calibration subtest. An
attempt should be made to make these norming tests approx-
imately parallel in terms of overall difficulty and order
of item difficulty within each test. In other words, the
tasks of the examinees should be comparable from one norm-
ing test to another, within the ability of the test con-
structors to make them so. The items of the calibration
subtest may be incorporated as part of the norming tests
or administered separately at the same sitting.

Norming of the trial item pool, Norming of the develop-
ment test items must be accomplished with very large samples
from the population, in order to achieve stability of the
item characteristic curve parameters. These parameters
are typically estimated by a procedure which divides the
criterion score range into fractiles, and utilizes the
obtained proportion correct within each fractile. The
number of individual scores within each fractile has im-
portant implications for the power of the statistical esti-
mation of the item characteristic curve parameters.

To permit the analysis of the unidimensionality of the
trial item pool, and the resulting final item pool, items
must be administered in sufficient combinations so that it
is possible to compute a total item intercorrelation matrix.
Thus, if item sampling is used to obtain large numbers of
subjects on smaller numbers of items, the sampling must be
designed with sufficient redundancy so that the intercorre-
lations of all items in the pool are determinable on samples
of roughly equivalent sizes.
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Item analyses. Item analysis of the norming tests will
employ the examinee's score on the calibration/criterion
subtest as the criterion against which item discrimination
indices are computed. As discussed earliier, this has two
advantages. First, it makes every item-criterion correla-
tion comparable with every other one, regardless of the
subsets in which the items were normed. Second, by pro-
viding a comparable ability estimate for every testee,
it legitimizes the use of the item-subtest biserial corre-
lation as an estimate of the item-ability biserial correla-
tion which is the basis for calculating the normal-ogive
item parameters.

Analyses of the kind recommended here can be readily
accomplished with existing computer programs, such as those
given by Kolakowski and Bock (1972) and by Baker (1969).
Baker's program permits analysis of any subset of items,
with total score on that subtest used .as an external cri-
terion score for a second analysis of all the items.

Selection of the final item pool. On the basis of the
item analysis data from the norming tests, selection of a
final item pool for adaptive testing may be accomplished.
Highly discriminating items are preferable, whose difficulty
parameters span the range of abilities likely to occur within
any subgroup of the population. For this purpose the item
difficulty (b) range of -3.00 to +3.00 should be well repre-
sented, with items distributed approximately equally across the
range., Ttems with very low discrimination parameters ("a"
less than .20) will be of 1little value for most measurement
purposes.




-49-

References

Alf, E. & Abrahams N. A significance test for biserial r.
Educational and Psychological Measurement, 1971, 31,
637-640.

American Council on Education. Psychological Examination for
College Freshmen. Educational Testing Service, 1947.

American Council on Education. Scholastic Aptitude Test for
Students in the 11% Grade. Educational Testing Service,

1952,

Baker, F. B. FORTAP: a FORTRAN test analysis package.
Laboratory of experimental design, Department of Educa-
tional Psychology, University of Wisconsin, 1969,

Betz, N. E., & Weiss, D, J. An empirical ,study of computer-
administered two-stage ability testing. Research Report
73-4, Psychometric Methods Program, Department of Psychology,
University of Minnesota, 1973.

Bock, R. D. & Wood, R. Test theory. Annual Review of Psychology,
1971, 22, 193-219.

Carroll, J. B. The nature of the data, or how to choose a
correlation coefficient. Psychometrika, 1961, 26,

347-372.

Cooperative Test Service. Cooperative English Test, form S.
American Council on Education, 1942,

Cooperative Test Service. Cooperative English Test, form T.
American Council on Education, 19473,

Dewitt, L. J. & Weiss, D. J. A computer software system for
adaptive ability measurement. Research Report 7h-1,
Psychometric Methods Program, Department of Psychology,
University of Minnesota, 1974.

Gulliksen, H. Theory of Mental Tests. New York: Wiley, 1950,

Harman, H. H. Modern factor analysis. Chicago: University of
Chicago Press, 1960,

Henrysson, S. The relationship between factor loadings and
biserial correlations in item analysis, Psychometrika,

1962, 27, Li19-h42k,

Indow, T. & Samejima, F. On the results obtained by the absolute
scaling model and the Lord model in the field of intelldi-
gence. Third report, the Psychology Laboratory on the
Hiyoshi Campus, Keio University, Japan, 1966, (In English)



-50-

Kolakowski, D. & Bock, R. D. LOGOG: a FORTRAN IV program for
maximum likelihood item analysis and test scoring: logistic
model for multiple item responses, Research Memorandum
Number 13, Statistical Laboratory, Department of Education,
University of Chicago, 1972.

Larkin, K. C. & Weiss, D, J. An empirical investigation of
computer-administered pyramidal ability testing. Research
Report 74-3, Psychometric Methods Program, Department of
Psychology, University of Minnesota, 1974.

Lord, F. M. A theory of test scores. Psychometric Monograph,
1952, No. 7.

Lord, F. M. & Novick, M. R. Statistical theories of mental test
scores. Reading, Massachusetts: Addison-Wesley, 1968,

McBride, J. R. TETREST: a FORTRAN IV program for calculating
tetrachoric interitem correlations from scored item
response data. Unpublished program,. Department of
Psychology, University of Minnesota, 1974.

Nunnally, J. C., Psyvchometric Theory. New York: McGraw-Hill,
1967. '

Owen, R, J. A Bayesian approach to tailored testing. Research
Bulletin 69-92, Educational Testing Service, Princeton,
N.J., 1969,

Tucker, L. R. Maximum validity of a test with equivalent items.
Psychometrika, 1946, 11, 1-13.

Urry, V. A monte carlo investigation of logistic mental test
models. Unpublished doctoral dissertation, Purdue
University, 1970. (University Microfilms, No. 71-9475,
Ann Arbor, Mich,)

Weiss, D. J. & Betz, N. E. Ability measurement: conventional
or adaptive? Research Report 73-1, Psychometric Methods
Program, Department of Psychology, University of Minnesota,

1973.

Weiss, D. J. The stratified adaptive computerized ability test.
Research Report 73-3, Psychometric Methods Program, Depart-
ment of Psychology, University of Minnesota, 1973.

Weiss, D. J. Strategies of adaptive ability measurement.
Research Report 74-x, Psychometric Methods Program,
Department of Psychology, University of Minnesota,
1974 (in preparation).



—
-

™
=

&N F N -

Traditional and normal ogive parameters for the

t

192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
19z
192
192
192
192
192
192
192
192
192
182
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192

192
325
192
192
192
192

Appendix A

items of the norming item pool

POINT
SISERIAL
«033
«180
013
1164
« 308
«310
» 185
«301
« 060
2226
«081
437
237
« 104
232
v 239
«159
« 156
«110
T 02‘4
« 351
«151
268
224
226
405
0222
+125
«169
« 307
«170
414
«370
178
«543
431
048
«177
480
<107
222
0475
428
2110
426
457
«163
140
. 359
499
o411
« 356
228
«137
476

BiSFRIAL P
&
. 122
by
D42
« 359
«565
« 134
e 680
« 790
218
+ 829
298
«838
«873
+ 209
«573
+ 560
416
571
« 348
~¢113
e 731
«553
« 846
074
«299
776
1 o067
292
.278
«552
«538
« 540
« 595
224
«776
« 554
229
« 308
714
252
;e 067
671
« 702
«169
«554
i657
e 234
«177
451
«7H6
e518
4By
« 238
+ 264
« 00

—

[

ROPORTION
CORRECT
«28Q
¢ 966
« 984
« 084
«921
« 989
2990
« 074
«9R9
«Q9C
«990
«932
« 990
« 94z
« 969
« 963
« 974
+«989
« 984
« 395
« 948
+990
« 984
« 995
«709
«932
2985
« 964
+385
«9l6
« 984
677
«875
« 568
«800
649
«995
. 900
.831
« 964
+ 995
«791
«885
«853
674
«805
«305
« 603
e H42
«8BU3
e 558
681
« 577
«932
« 568

DIFFICULTY
(B8)
~18.774
4200
=-51.057
-5.973
~2e4Q99g
2414
-3.421
=2+460
-10+506
-2+806
~7.807
~-1+779
-2+665
-7¢521
~3¢257
-3+190
-4.671
-44011
-6e162
22735
-2e224
~4207
=2+535
-2+715
-1.841
=-1921
—20715
-6¢161
-4+¢318
=-2+49g
=3.986
=851
~1+933
~e765
-1.08%
-e691
=11.248
-U4.274
-1.342
~7+139
-2.715
-1.207
-1e710
-6¢209
-+814
~1¢308
=3.674
~1e475
-+234
-1:332
-e282
=1.014
-s674
—506Q7
-e285

DISCRIM=-
INATION(A)
«123
«49]
s Q42
*« 385
« 689
3.000
« 327
1.289
223
1.482
«312
1536
1.790
21y
«699
676
457
«696
«371
"011‘4
1.071
664
1587
3000
«313
1230
3.000
«305
« 289
« 662
«638
642
« 740
e 230
1.230
«665
235
« 324
1.020
e 260
3000
«905
« 986
.171
665
«871
241
«180
«505
1155
<606
«524
«301
274
« 750
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N

192
328
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
528
182
192
328
192
192
192
192
192
192
192
328
i92
192
328
192
328
182
192
192
192
192
122
192
192
192
19¢

POINT
HISERIAL
«158
« 335
428
440
-.003
«133
«303
« 260
243
e 333
«114
o276
214
« 306
258
113
224
198
«009
«314
«191
136
«119
. 306
« 238
e 267
«389
417
448
411
«502
« 359
« 276
412
« 495
=-«010
268
« 321
« 300
« 386
-+009
« 064
« 235
218
U432
« 257
0457
445
« 256
«310
.253
« 307
<484
« 380
« 344

BISERIAL
R

2227
U3y
«537
«553
-+008
« 378
«537
« 954
691
«6H23
«219
682
447
« 756
«94y
252
+ 367
343
«032
487
«385
« 388
215
«619
e 376
445
e612
«819
«605
«609
«702
«531
«558
«635
«637
-s(22
430
438
451
«751
-+013
«081
e 782
487
«715%
943
663
«563
674
«H24
« 327
424
665
500
435
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PROPORTION
CORRECT
194
661
463
w447
« 974
+979
«911
« 990
979
«326
« 932
« 969
«948
« 969
« 989
«358
. 884
«906
« 990
«857
QU2
«979
«917
«943
« 8606
«891
« 864
«037
741
«828
«779
«823
« 942
«853
647
« 947
«875
e 754
0839
921
o172
«508
« 985
«958
<884
«990
«813
«589
«G7h
«895
« 346
« 760
L ] 759
«698
42l

DIFFICULTY

2

(B)
3803
-«957

173
241
42+892
=-5+380

-2¢508

-2+452

-2e943

-2322

-6.808

-2¢737

-3+637

-2+:U469

~2e414

-6+.857

=-3.257

-3.838

=72+698

~2+191
-4.083
=-5.241
-6eliyy
=-2¢553
-2+946
~2+768
~1¢795
=-1.868
-1.068
«-1.554
-1.095
-1e745
-2¢817
=1+653
=+592
73474
-20675
-1.569
~-2+196
=-1.880
72792
~e248
=2:775
=3+548
'10672
2452
=1.341
=+400
-2+883
-2¢392
1211
~-1le712
-1.057
-1.037
458

DISCRIM=-
INATIONC(A)
«233
482
637
664
-.008
«408
637
3.000
« 956
e 796
224
«933
«500
1.15%
3.000
« 260
«395
« 365
«032
«558
417
421
«220
«788
406
497
774
1427
« 760
« 768
«986
627
o672
+822
«826
-.022
0“76
487
«505
1137
-+013
«081
1.255
. 558
1.023
3.000
886
«681
Q12
«615
«3U6
468
«890
«577
483
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112
113
114
115
116
117
118
11

lg

121
lg2
123
1z4
125
126
L7
128
129
130
i31
132
133
134
135
136
137
138
139
140
141
142
143
144
145
1406
147
48
149
150
151
152
13
1s4
155
lso
157
158
159
le0
161
1e2
163
low
165
166

N

192
328
328
192
328
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
192
527
192
182
192
162
192
192
192
192
192
327
192
192
192

327

POINT
SISERTIAL
« 345
413
474
«291
«281
« 348
«075
22U
433
« 245
«151
420
« 250
.367
« 306
428
485
4y7
456
261
197
«303
«353
+ 220
200
«292
«339
« 307
« 343
«281
+198
474
423
401
c41l
«277
265
2L
« (093
«228
353
«008
432
247
424
236
« 345
262
« 098
e519
348
e 006
« 299
0222
« 340

BISERTAL

R
o2
«520
«612
407
« 354
4ol
«106
e 286
«583

BTy
« 724
«557
«710
« 739
e 660
+680
«634
e 734
«599
<488
« 337
«379
«693
L ] 367
«258
e371
«836
« 385
458
« 385
«255
«608
531
«507
«519
e 358
¢ 333
«557
«137
376
481
<011
552
« 320
543
«302
+ 699
« 339
«133
«653
«460

-+010
« 378
278
«538
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PROPORTION
CORRECT
«726
<449
« 345
222
«553
«708
«209
« 366
e 266
0963
«3995
«711
. 979
QU2
« 953
«870
682
+885
« 695
«927
«900
«513
«937
+890
<654
«608
«968
471
+276
« 759
o651
«635
+539
«583
«500
« 340
445
«693
«178
« 885
«251
«293
« 626
«667
634
e628
943
«337
257
«e 566
« 295
«135
408
«537
137

DIFFICULTY
(B}
=-1+300

247
«652
1.881
-e376
~-1.188
Teb41
1.197
1.072
-3+113
-3+.558
=+999
-2:864
-2e¢127
-2¢537
-1+656
-e747
-1.635
=-+852
-2+979
-3.803
-+086
-2¢208
~3e342
=1535
-+739
=2216
«189
1.299
~1:826
-1¢522
-+568
-e184
-sl413
<000
1.152
415
=906
6737
=-3.192
1396
494513
~«582
=1349
-+631
-1.081
-2+261
1241
4.907
-+255
1171
=110+306
+616
=«334
2033

DISCRIM~
INATION(A)
521
609
774
4l5
v 379
519
«107
«298
«718
«701
1.050
671
1.008
1.097
«879
«927
«820
1.081
748
559
«358
«410
+ 961
395
« 267
«400
1524
417
«515
417
264
« 766
627
+588
607
383
+ 353
671
«138
'406
«549
« 011
662
«338
U7
«317
«977
¢ 360
«134
862
518
e 010
408
« 289
«638
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ITem N POUINT G379ERIAL  PROPORTION DIFFICULTY PpISCRIM=-
SISERTAL R CORRECT (B) INATIONCA)

16,7 192 181 233 «363 1.504 240
168 192 267 <348 «318 1360 371
109 192 -031 '0“0 '385 70309 0040
170 192 «121 «174 +195 4940 «177
171 192 « 050 «070 «230 10555 «070
172 192 «201 «252 o453 459 2260
173 320 «418 «605 «307 -1el433 e 760
i74 192 «400 «538 267 1.156 «638
175 192 «100 «159 .132 7.025 «161
170 192 «251 +320 613 -+897 338
177 192 «139 «180 «330 2.444 «183
178 192 e113 «169 «164 S«788 «171
179 192 «168 211 547 -e560 216
140 320 « 279 398 «205 2070 U434
lsl 192 261 686 974 =2+833 943
lae 192 155 +567 +989 -4.+039 « 688
155 326 « 390 512 684 -e935 « 596
14 192 «303 «556 «321 -2¢539 « 669
1a% 192 372 496 720 ' ~1+175 571
Lao 192 428 678 « 868 ~1e647 «922
ln7 192 0219 '“lo 0926 -3'528 0450
168 326 455 579 «608 - 473 «710
159 192 « 380 «550 811 -1.603 +659
190 192 2458 825 «9l17 =1.679 1460
1g1 192 488 «813 «890 -1.509 1.396
lg2 192 + 100 248 363 «-T+¢204 « 256
193 192 233 326 220 24369 345
194 192 « 534 «803 839 =1+233 1.347
19Y 192 +« 096 121 4o 1626 o122
196 192 «387 « 869 «958 -1.988 1.756
197 192 «161 217 « 740 -2+965 222
198 192 277 +596 +953 ~2+810 e 742
199 192 455 677 832 -1.421 «920
230 192 +069 « 09y +758 -7 iy + 094
201 192 «179 « 273 «348 -3+765 284
202 192 « 290 495 +899 =2+578 570
203 192 420 « 547 677 -«840 «653
204 192 ‘431 «588 «750 ~1e147 «727
205 192 337 427 604 -.618 472
206 192 «317 «710 « 958 -2:434 1.008
<07 192 406 «516 607 -+526 «602
208 192 « 393 «503 634 -e681 «582
209 192 425 537 «586 =405 637
210 192 « 091 «118 +335 3611 «119
211 192 4Ny «520 0646 --720 « 609
212 192 .188 465 + 969 -44014 525
213 192 217 274 429 «653 ] « 285
cly 192 « 275 « 389 e 791 -2'082 o2
215 192 « 340 433 « 389 +651 <4890
2io 192 271 « 346 0375 +821 e 369
217 192 «300 +393 «312 1247 427
218 192 247 «3215 515 -«928 «332
219 192 «091 155 «101 8+¢231 «157
220 192 -s172 f.370 047 -4e526 -+398

21 192 420 «5HY3 6556 -.740 647
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g2
223
2:4
229
226
227
220
2¢9
230
231
cele
233
234
235
236
237
236
239
240
241
2ue
243
245
246
2u7
248
249
250
252
253
254
255
256
257
258
259
260
2ol
e, 2
263
<4
265
266
2()7
2nd
Z6Y
<70
271
27¢e
273
e74
275
76
277
278

W

192
192
192
192
192
182
192
192
192
192
192
192
192
192
192
326

192
192
83
83
83
166

83
83
83

8%
192

83
83
83
83
83
156
83
83
85
83

Z
-~

83

83
83
83
83
83
83
185
83
150
189
83

POINT
BISCRIAL
« 362
«0u4
.371
«126
« 052
.391
« 055
~-e072
126
+« 320
«353
« 338
«358
« 364
«124
«200
« 312
448
« 206
.322
233
« 146
«250
-0079
201
.165
«085
027
244
o273
« 380
«293
« 257
e 230
«300
+199
228
+195
«331
«518
486
«521
« 319
e 157
«125
«510
e 371
« 559
« 311
272
« 034
.263
201
«115

BISFRIAL
R
474
<062
477
« 165
« 067
«579
«078
-«104
+163
.uog
+508
424
«456
« 490
215
e 343
« 396
«610
483
44}
296
«187
« 355
-e142
« 264
+207
«124
<035
«307
« 364
+«508
«506
«382
+288
376
«250
e 323
« 366
0571
456
651
611
<654
«400
«197
«186
653
466
« 701
437
-388
«106
«377
269
152
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PROPORTION
CORRECT
«686
0226
646
«316
« 363
«827
209
«188
o344
374
«806
«529
« 623
«733
e 095
« 098
+« 398
749
« 964
« 759
«386
«373
«205
« 085
«305
543
«181
«373
542
274
o277
. 904
«831
«488
«500
463
«317
«928
«g04
« 265
il
458
«458
-“70
494
«171
634
e 439
«537
217
204
¢ 590
. 788
e270
e293

DIFFICULTY
(8)
-1.022
12130

-+785
24903
5231
=-1.628
10.383
-84512
2+U464
«786
-1.699
-e172
-+687
-1.269
6096
3770
0653
-1.101
-3.725
-1.594
«979
1.732
2321
-9.663
1932
-.522
7351
9255
-+ 344
1650
1.165
-2.578
-2¢508
<104
<000
372
1474
-3.992
=-2+285
1377
+209
«173
0161
«+188
<076
5+1009
-+524
«329
-e132
1.79p0
2133
2147
-2¢121
2278
3583

DISCRIM=-
INATION(A)
«538
« 062
543
167
« 067
«710
«078
-¢105
+165
448
+«590
468
«512
+562
220
« 365
431
«770
«552
«491
310
«190
«380
-eil3
274
«212
125
0035
323
«391
«590
«587
413
«301
<406
«258
e 341
303 -
« 696
512
858
772
«865
436
«201
+189
«862
«527
«983
«486
.“21
«107
407
«279
«154
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250
&l
a2
263
254
259
286
2537
268
259
290
291
2492
293
294
295
2960
297
298
299
3060
301
302
303
Jo4
305
300
307
308
309
310
311

319
o2U
321
322
323
dz4

325

3.8
3,9
35U
331
332
333
334
o35

142

POINT
BISERIAL
0U47
«194
« 035
e 553
« 007
409
239
«307
«371
« 264
224
« 305
« 339
«368
442
e 342
«533
«259
e 260
« 356
-+058
«481
«358
«204
299
o077
« 340
«379
189
277
« 206
« 364
«230
<435
«075
«507
«075
« 084
« 296
«375
161
410
« 359
«146
«278
"'-037
« 394
« 302
«520
<003
=103
462
«192
<064
-0169

B1SERIAL
R
«N65
246
«063
e 695
+ 008
«581
+ 306
«403
e 491
«331
« 390
w403
430
485
«575
428
674
«371
« 398
4oy
-s124
+603
451
« 353
« 386
+«100
449
U430
237
429
0262
«551
« 384
+ 566
«130
637
«105%
«125
«373
« 526
« 204
+531
«504
e 221
« 348
-+ 054
« 496
475
.65“
«013
-+139
604
242
« 080
~e236
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PROPORT 10

CORRECT
«232
403
L] 084
458
422
« 795
«361
«695
«293
«506
« 094
« 299
«598
« 699
«325
«506
«410
«196
» 149
«325
QU8
6482
434
« 096
+ 349
«659
«335
«659
469
145
+ 386
<843
2108
675
« 096
458
217
277
«554
217
+590
« 337
«783
«157
«488
«171
« 549
«136
« 554
«169
<259
« 687
463
«303
222

DIFFICULTY

(B)
11266
998
21.883
u152
244597
-1.418
1.163
~1+266
1-109
-.045
3+376
1.308
-e577
=1.075
789
=+035
+338
24307
2¢615
« 978
=-13.424
«075
+369
3696
1.005
-4.097
*+969
~+«836
328
2:466
1.106
-1.827
3e222
=-«802
10+036
e166
Te451
4734
-e364
l.487
-1.115
792
-1.552
4.556
«086
=17.597
- 248
2¢313
=208
73+702
-4+651
=«807
«384
6447
-3¢243

DISCRIM=-
INATIONCA)
« 065
254
« 063
« 967
«008
- 71y
«321
440
e 564
« 351
424
440
476
555
«703
474
«912
«400
434
524
-¢125
« 756
«50%
0377
418
«101
« 490
562
244
475
«271
« 660
416
«687
«131
«826
«106
«126
402
618
«208
627
«58y
227
371
-.0N54
571
+540
« 865
«+ 013
-.1’40
«758
« 249
« 0890
=-e243
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ITEw N POINT BISERIAL PROPORTION  DIFFICULTY pISCRIM=-
BISERIAL P CORRECT (8) IMATION(A)
356 83 303 L4 183 2.045 493
337 83 532 <700 +305 «729 «980
338 214 « 167 e 245 «178 3767 253
339 83 « 050 077 s1l6 13+685 077
340 83 «486 613 427 «300 776
34 125 276 « 349 «397 748 «372
due 83 +488 612 458 172 774
343 83 «132 . 168 +398 1.539 « 170
344 83 <032 +053 «108 23344 +053
345 83 «016 « 021 614 -13.798 «021
346 83 <021 028 « 265 224429 «028
347 83 +581 730 458 14y 1.068
348 83 «041 «053 e 325 B+562 «053
349 83 448 « 594 0711 -e937 «738
350 83 174 218 -458 48y 223
352 83 « 004 «0N0% « 366 68493 « 005
353 83 «105 « 149 207 Selgo 151
354 83 «201 « 254 « 585 -+ 845 e263
3nh 83 0292 e 369 -585 . -'582 « 397
356 83 0098 0123 0512 “0245 0124
357 83 143 «183 «370 1.813 v 186
358 83 075 « 099 « 305 Se152 « 099
359 83 * 359 «503 220 1535 «582
360 187 « 234 $321 242 2.180 «339
361 83 £ 117 +150 + 361 2.372 «152
362 83 «169 21y 402 1160 219
363 83 -«037 -+ 050 241 =-14+.062 -+050
364 202 « 206 0309 a168 3011“ 0325
365 83 433 «552 622 -e563 662
366 83 +109 175 0123 6629 +178
367 115 «277 «353 *» 365 «978 «377
368 83 227 « 286 420 « 706 «298
369 83 «390 490 542 =-e215 «562
370 83 -.011 -+ 015 241 ~46+873 -e015
371 147 0268 0358 «716 ,-10595 0383
372 83 206 «259 542 -s407 2268
373 83 « 083 121 «185 74409 . 122
374 83 <206 . 267 +333 1.617 277
375 83 « 346 437 420 462 486
376 209 124 « 184 0197 4.633 «187
377 83 o317 «398 «537 -e233 434
378 160 « 324 o438 « 264 l.441 487
379 83 « 352 «542 146 1.944 6U45
330 83 «562 «708 «568 -e242 1.003
Jel 185 320 451 «210 1.788 505
Sae 83 424 «538 602 -slbgq «638
363 193 254 « 349 268 1.82¢0 0362
S 83 « 056 «N78 217 10.030 «078
335 198 265 « 386 182 2352 418
380 83 456 572 469 136 « 697
357 63 e 041 « 054 «720 -10.793 + 054
368 212 « 246 «39]1 0132 2857 425
359 83 « 149 «230 «145 4601 «236
390 83 412 531 651 -e731 627

391 83 342 433 +590 -+526 480



N

I1TEM M POINT B1SERIAL  PROPORTION DIFFICULTY DISCRIM=-

BISERIAL R CORRECT (8) INATION(A)
3g2 83 «109 140 . 349 2772 e141
393 83 342 sy 3 663 =950 49y
394 83 147 +187 398 1382 «190
395 83 «023 « 034 169 284180 + 034
396 83 «059 «074 410 3.075 074
397 83 274 « 349 0586 0830 -372
398 2le +316 «523 111 2335 614
QOU 83 2U06 0323 ‘501 1‘615 e 341
401 83 «140 204 «819 ~4el4pg 208
bge 83 «005 « 009 073 161534 «009
403 121 223 + 286 « 360 1.253 «298
561 67 «506 «680 «731 =-¢906 «927
502 68 «376 47y «559 -e313 «538
50 66 478 «610 eH21 -+¢509 «770
564 63 227 «294 «333 1468 «308
505 71 237 «299 406 «778 +313
506 72 «377 473 «48b +074 537
507 63 +212 «340 «873 -3.355 +362
508 70 «015 «022 171 434192 022
509 65 + 055 <075 246 9.162 « 075
510 68 -¢153 -.201 » 309 ~-2.481 -.205
511 66 «157 +199 + 394 14351 +203
512 67 +188 275 179 Je342 +« 286
513 69 =.040 -e052 «328 -8+566 -.052
o14 80 «291 + 389 0275 1535 o423
514 58 227 +304 «275 1.966 +319
515 66 479 658 » 759 -1+069 874
516 72 «197 247 485 0152 +255
517 68 -«035 -e 067 « 069 -22+¢139 -+ 067
518 71 +010 013 +353 29018 *013
519 64 292 + 366 ¢535 =240 +393
520 62 196 » 254 *328 1754 «263
521 62 244 +318 323 lelbtyy +335
522 71 482 633 « 690 -+783 «818
523 65 + 400 «507 e 400 . +500 «588
524 68 022 +033 147 31.800 +033
525 63 246 314 . 382 +956 331
D26 66 *« 389 49y «394 5yy «568
527 63 .128 «315 »032 5880 «332
528 69 «270 « 389 203 2+158 417
529 67 « 068 « 088 343 4«59y «088
550 74 -.189 -~0307 0122 ’30795 -e323
531 68 c174 220 412 1.011 «226
532 67 -+300 -+658 QU5 -2¢577 -.874
535 70 «192 0253 -300 2-073 0262
534 - b7 223 «303 254 2.185 +318
535 67 403 «523 ‘672 -~ 852 614
530 65 -.019 -+029 «8H6 35.153 -+029
537 62 +199 362 «NB1 3.863 «388
528 65 451, 565 477 «102 « 685
540 67 229 361 . 134 3.068 «387
541 63 471 A18 «309 807 + 786
542 65 + 036 047 $ 338 8.892 « 047
543 70 212 348 e114 3.b4py e371

Sy44 69 223 + 285 638 =1+239 « 297



-59~

174 N POINT BiSERIAL  PROPORTION DIFFICYULTY pDISCRIM=-
BISURTAL R CORRECT (B) INATION(A)

545 69 293 417 203 1.993 459
5‘40 61 «320 427 0721 ‘-1-372 0Q72
547 69 «187 235 « 580 ~«855 243
548 63 -+233 - 56 « 063 -3.355 -e512
549 63 +253 «318 « 556 -aly3 «335
550 76 «120 «151 443 +949 $153
552 67 o304 432 537 =215 479
553 66 -+179 -e267 167 =3.618 -.277
Lo 68 <086 «116 +265 Selily «117
555 70 «015 025 «114 48.221 025
oH6 66 -e152 —-e232 . 152 -4 .43 -:239
5!)7 67 0028 0035 -ugj 0501 -035
5658 5§ 0353 «078 o172 124132 «078
559 6o «317 « 485 <848 -2+1190 «5545
25U 69 259 o411 130 2741 o451
561 66 287 «381 288 1463 412
YEe 67 e 362 477 e 299 1.108% 543
563 67 « 059 082 224 Q.253 082
Y 65 210 «304 212 24630 319
965 64 LT 06y 234 11340 064
566 by .34 —eNy3 «531 1.809 -e043
507 &y 259 <404 141 2663 s442
568 69 528 662 522 -+083 383
HoY 03 167 215 « 349 1.805 «220
570 65 «168 256 « 846 -3.982 265
571 63 «109 181 o111 6747 +184
Y7e 06 + 289 + 380 «303 1357 411
573 65 377 523 231 1406 614
574 6u « 036 Q47 «328 9.478 QU7
579 ©9 -.088 -+125 «203 -6e648 -.126
570 7 228 286 463 +325 »298
577 66 207 «270 »318 1753 «280
576 67 «030 +038 507 -elp2 +038
579 64 149 274 078 - 54178 . 285
560 70 145 «185 371 1779 .188
51 68 338 1437 »338 +956 + 486
Dae 66 473 ¢+ 593 «515% -.063 « 736
Sed 68 +538 706 « 309 «706 «997
Dol 66 ¢ 396 533 727 -1.133 e 630
585 o4 022 eN31 203 26+805 031
30 68 «317 415 e 309 1.202 456
507 66 + 295 «380n «34R8 1.028 o411
560 71 279 «361 o662 -1.158 ¢ 387
559 67 174 222 « 388 1232 +228
DGU &Y . 290 + 363 508 -+055 + 390
591 68 . .172 237 2359 3.048 244
592 70 «329 423 + 357 866 67
593 6 301 «377 515 -+100 407
594 6o - 084 +109 «353 3elpl 110
594 67 « 355 483 « 254 1371 552
%0 70 ~.063 -e119 $071 ~12¢33g -e120
597 65 + 345 438 6500 -e578 487
596 60 + 361 460 379 670 «518

599 70 543 683 557 =+210 + 935



1Tew

000
631
one
003
64
00b
6g6
607
008
on9
610
611
612
13
614
615
616
617
018

621

N

141
140
140
140
140
140
140
140
L40
140
140
140
140
140
140
140
139
139
139
138
138
138
137

POINT

BISERIAL

«030
«363
«160
«188
«138
«104
253
404
043
e 249
262
« 054
« (052
«031
« 269
«266
«230
¢ 354
« 060
«140
«117
«011
261
111
«194
« 089
432
» 252
«273
2296
633
165
«135
¢ 357
271
«316
« 378
419
«193
«230
« 392
« 318
«281
264
« 316
« 356
«371
«216
« 343

277

264
* 387
377
302
+137

BISERIAL PROPORTION

R
« 038
468
0222
«238
«196
«177
«333
«528
-+ 066
e 349
« 340
-+ NBK
« 090
- 049
477
«353
« 297
465
<082
~e220
« 184
«01y
+ 329
178
~-e328
«113
544
« 384
461
371
« 794
«212
186
448
e 341
« 398
47y
+«599
245
«297
«555
«458
+ 386
405
+ 396
448
495
¢ 290
457
«402
«373
«489
«515
410
«172

«60~

CORRECT
« 397
«353
771
«409
«203
«100
e 696
«317
«154
217
«333
« 134
« D94
131
«088
«708
<344
«308
258
«134
«136
440
574
0127
«104
477
1563
«153
896
«538
«517
«359
766
514
«550
«557
+529
«300
o607
« 657
«793
«807
«757
«850
«507
«557
721
271
«719
813
« 721
406
246
« 746
482

DIFFICULTY
(8)

6872
*806
=3+343
* 967
4240
T+240
=154
902
=15«44p
2242
1.270
-13.032
14.628
-22+891
2837
=-1+551
1.352
1.079
7921
~-54¢035
5.970
10784y
-e567
6408
~3839
520
-e292
2666
-2¢731
=257
=+«054
1703
=3+902
-e078
‘=e369
-+ 360
-e153
=1+405
-1.108
=-1+361
=-1el472
-1.893
~1¢805
=2+559
~-e 04y
=320
~-1¢183
2+103
-1.269
-2¢211
-2+171
486
1334
=1.615
262

DISCRIM~
INATION(A)
«038
«530
228
245
«200
«180
¢ 353
622
‘0066
«372
« 362
-QOBS
«090
-'049
5U3
«377
«311
+525
«082
~e 226
«187
«014
o348
«181
—.347
«112
648
o416
«519
400
1306
217
«189
+501
+ 363
43y
«538
e T48
253
«311
667
515
418
443
431
«501
+570
«303
«514
« 439
402
561
«601
450
«175



ITem

055
656
057
658
659
bl
b6l
662
663
(eYY'S
665
eTele)
667
068
069
670
071
672

N

137
137
137
137
137
136
136
136
136
136
136
136
136
136
136
136
136
136

POINT
SISERIAL
«288
«318
« 345
«020
«239
+291
+ 398
« 334
«196
+255
491
« 382
+ 385
277
221
+ 4109
e 346
« 390

E1SERIAL PROPORTION

R

« 361
«405
457
032
+ 332
+ 375
+501
497
2291
+HU3
670
4482
49y
« 361
« 302
¢ 527
46y
648

-61-

CORRECT
«489
« 387
+708
131
226
+353
«559
169
*169
« 029
250
419
«6L0
«324
757
559
2726
«110

DIFFICULTY
(B)
. 076
+709
-1.198
35+052
2265
1.006
~+296
1.928
3.293
2948
1.007
42y
-+726
1.265
-2307
=282
-1+308
1.893

DISCRIM=-
INATIONCA)
« 387
4l 3
51y

« (032
352
«405
579
573

« 304

« 840
«903
«550
_0568

« 387
317
«620
«524
«851




Item Discrimination (Item-Test Biserial r)

Appendix B

Cross~tabulation of the 369 items selected for the final item pool by traditional difficulty
and discrimination indices (cell entries are item reference numbers )

Item difficulty:

proportion correct (p)

0~ .100- .200- . 300- .400- .500- .600-~ .700- .800- .900-
-099 -199 .299 399 499 . 599 .699 . 799 .899 -999
25 102
.000 to L2 71 1.000 to
.900 28 7 .900
64
191 14 196
.899 to 194 ;t ?g .899 to
.800 138 190 .800
337 347 630 87 129 511} 122 206
583 380 44 4o 99 22
799 to .799 to
272 101 361 124 125
.700
7 9 27 .700
70 96
664 672 665 54i 282 320 329 270 332 L3 85 1127 86 8 126
11 29 342 161 91 130 109 501 }|186 103 65 158
:ggg to 266 265 56 128 5031 239 515 83 173|181 80 ° 'ggg to
: 264 301 568 143 522 90 47 | 105 134 *
315 599 199 68 66
379 120 652 294 386 538 {104 670 | 188 33| 285 123 |[106 88 23 89
166 573 254 321 60 59 {551 146 | 313 1382 640 349 34 189 19 184
.599 to 398 174 359 607 526 113 |582 52 L6 3901} 322 149 |311 232 | 182 5 +599 to
.500 319 . 626 145 37 211} 204 584 (227 32 31 .500
209 661 | 154 207 16 69
144 365 183 121 255
203 208 17 262
221 110 198
156 535

-~continued next page--

Item Discrimination (Item-Test Biserial r)



Appendix B, continued

Ttem difficulty:

proportion correct (p)

0- .100- .200- .300- .4o0- .500- .600-~ .700- .800- .900-
.099 .199 +299 .299 L1499 <599 .699 . 799 .899 - 999
614 662 288 545 |299 215 651 327 633 [667 597 |108 646 | 637 643 18 69
4 ¢ 328 152 562 |601 231 666 369 391 [307 393 241 185 | 559 95 | 212 131 499 to
.1499 <0 560 162 595 [|617 656 271 636 295 |224 58 94 648 82 649 2 187 'hoo
- 400 567 140 378 [526 291 302 50 233 {222 292 [653 657 93 641 | 240 202 .
0 336 263 273 |581 610 506 502 519 53 205 235 117 76 100 628
5. 309 381 115 {586 521 375 552 549 |234 287 |[671 293
- «© . 592 525 111 645 590 112 546
8 s 598 572 267 593
g5 a 306 587 622
E 606
- 0
o
v 290 298 303 {180 534 [217 168 . 238 635 629 137 650 135 20 261
A 527 388 540 | 274 561 | 304 216 139 377 355 588 214 151 4 Th
‘“‘; 399 to 597 385 543 1297 564 | 660 159 164 644 116 155 276 73 62 39 399 t
£ E '295 627 237 {253 383 | 668 107 655 133 634 176 141 81 78 132 ‘29 °
28 312 364 | 245 659 | 147 40O 32l 258 289 218 642 256 77 12 | 393
HH 609 193 | 367 260 148 318 252 157 669 507
514 360 | 397 286 ’ 639 371
528 341 26

Item Discrimination

(Item-Test Biserial r)



Tetrachoric Item Intercorrelations for
Test 1 (upper triangle) and Test 2 (lower triangle)

TABLE C-1

Items Items
(test 2) Ttems (test 1) (test 1)
211 203 202 190 180 168 166 159 157 134 131 94 90 59 58 47 46 43 36

37 41 24 04 19 11 40 01 03 22 17 21 07 20 08 25 20 33 18 233
56 33 - 25 27 35 36 21 42 09 28 45 14 27 30 36 27 32 35 32 34 211
66 37 43 32 40 43 18 48 13 22 32 27 04 25 20 24 33 36 34 40 203
84 32 4t 76 30 26 -00 27 27 -02 35 20 04 42 44 11 L3 38 34 35 202
106 38 20 42 60 89 34 18 03 26 73 31 44 63 40 14 45 15 43 72 190
107 -07 20 14 30 18 25 48 26 16 30 14 36 36 39 04 36 37 14 37 180
109 15 32 45 49 44 29 38 07 <08 05 -12 35 44 35 11 07 18 26 14 168
115 10 37 36 12 28 26 26 41 43 87 16 25 90 35 21 44 60 46 30 166
123 22 24 21 02 14 19 48 18 27 07 34 14 17 36 -05 05 21 08 22 159
127 21 32 61 63 43 11 56 23 24 26 13 13 12 18 21 34 29 12 23 157
140 32 12 15 07 16 12 32 40 47 43 02 60 62 24 22 35 03 12 43 134
152 10 33 06 12 06 07 13 05 30 23 36 03 33 37 -01 32 19 47 39 131
162 15 22 21 13 22 21 23 32 12 38 31 23 30 18 21 23 13 20 31 94
173 26 34 23 52 10 20 31 30 40 37 40 10 19 31 07 29 20 20 64 90
174 18 29 43 - 20 36 15 18 38 35 13 18 24 30 38 R 18 42 31 59 39 59
185 23 44 03 24 07 18 01 29 31 12 16 35 33 42 14 36 17 37 12 58
189 40 21 30 39 25 00 45 30 24 50 14 23 16 30 32 30 33 63 52 47
193 23 19 19 -14 =12 =07 13 01 42 49 17 26 04 10 20 23 30 38 31 46
231 14 24 28 33 06 =205 15 33 20 22 14 02 33 25 40 28 05 11 50 43

237 87 32 -09 232 19 -10 <06 20 35 05 33 20 35 25 28 34 -05 11 19

31 56 66 84 106 107 109 115 123 127 140 152 162 173 174 185 189 193 231

Items (test 2)
Note: Decimal Points Omitted.

$3}s94qNns ejlep WOpPUBI XTS pue
e8I XTs oY} J0F safqe} JuTpeoT J030v] Tedrtoutad

PUEB SUOTIETSII0O WOITISIUT OTJIOYOBILSF JO SOOTILEY

O XTpusaddy



TABLE C-2

Tetrachoric Item Intercorrelations for
Test 3 (upper triangle) and Test & (lower triangle)

Items Items (test 3) Ttems
(test 4) (test 3)
214 207 191 148 145 132 130 117 116 93 87 86 85 81 80 63 53 39 13
39 22 54 04 05 32 40 30 14 04 42 39 34 24 13 19 10 08 41 235
34 25 26 27 24 13 05 38 29 15 23 40 19 37 11 23 12 18 09 00 214
44 21 40 42 09 22 26 23 41 40 22 32 20 39 12 30 22 17 =12 23 207
50 12 -01 35 05 26 30 48 51 43 25 56 44 42 41 31 36 27 24 71 191
52 27 22 13 33 32 =05 13 -01 16 38 24 24 14 -09 22 <00 16 11 02 148
76 18 56 46 11 30 16 40 29 28 19 33 36 42 08 27 35 22 23 39 145
82 13 36 06 -05 20 35 51 07 27 17 33 31 17 08 17 -19 02 13 57 132
101 17 69 58 32 37 60 55 55 36 04. 45 62 42 32 30 35 03 24 43 130
104 14 31 54 39 25 30 29 39 22 0 38 40 24 31 22 23 12 -36 20 117
114 13 24 50 21 32 15 02 13 32 17 26 29 52 16 25 10 04 50 37 116
143 =01 15 36 29 32 17 17 35 44 36 33 -01 10 12 12 22 40 08 32 93
147 28 -06 38 22 22 26 01 27 08 16 26 38 53 27 52 55 35 31 63 87
149 09 42 27 21 25 22 26 23 24 48 36 31 47 15 18 46 13 36 50 86
158 42 12 43 46 44 05 -05 55 27 25 34 41 08 - 23 24 41 25 37 49 85
164 10 12 31 34 06 07 26 29 26 38 12 -02 19 32 34 24 14 00 24 81
183 13 15 31 26 23 25 37 40 33 14 31 16 16 06 12 50 39 60 45 80
221 10 46 56 16 49 30 18 48 34 22 40 23 58 24 06 30 18 42 14 63
227 45 24 33 31 28 20 22 35 52 22 38 -08 34 51 20 11 21 22 24 53
234 15 -01 15 11 43 03 00 18 23 20 16 25 21 32 16 -06 22 26 40 39
238 04 03 29 31 22 17 33 12 23 30 24 12 13 04 31 02 25 18 32
26 34 L4 50 52 76 82 101 104 114 143 147 149 158 164 183 221 227 234
Ttems (test 4)
Note: Decimal Points Omitted.

_g9_



TABLE C-3

Tetrachoric Item Intercorrelations for
Test 5 (upper triangle) and Test 6 (lower triangle)

Items Ttems (test 5) Items
(test 6) (test 5)

217 209 208 199 194 188 161 154 151 133 128 112 111 110 103 95 91 69 60

04 30 21 21 42 32 34 12 -06 22 24 35 37- 21 31 27 13 30 22 224
37 20 29 23 27 03 15 38 33 23 30 33 25 20 17 30 16 33 01 18 217
83 28 09 12 39 42 39. 35 12 -08 11 38 18 45 18 42 06 22 10 47 209
108 29 26 25 13 45 34 36 42 13 06 35 20 16 50 14 19 40 04 12 208
113 42 38 27 09 49 32 58 35 35 26 28 40 -04 20 36 44 39 56 37 199
125 61 20 28 38 30 35 58 57 24 14 34 30 16 26 46 54 51 48 37 194
135 35 22 38 15 23 46 42 28 06 34 35 12 30 32 50 08 27 16 33 188
137 04 17 01 08 09 04 34 45 35 20 36 27 18 31 24 17 52 19 35 161
139 05 03 34 26 33 25 -05 20 11 20 29 02 12 15 12 43 28 39 22 154
141 27 23 10 10 16 27 05 13 17 14 34 21 15 17 08 -06 28 -04 05 151
156 27 28 24 15 35 27 26 23 42 32 49 13 19 20 30 20 27 01 33 133
176 33 05 43 19 16 24 10 04 00 -10 08 40 24 26 51 12 34 23 44 128
184 46 20 23 22 16 17 30 30 22 29 10 15 26 246 49 25 41 16 15 112
204 36 33 -06 19 31 26 12 28 10 21 45 14 20 12 41 28 24 15 35 111
205 32 15 14 18 34 04 09 -09 22 23 34 -17 -12 25 36 04 35 25 25 110
215 37 45 35 06 13 37 11 24 18 05 44 -00 -02 06 15 23 48 32 25 103
216 13 17 07 13 16 51 41 24 11 12 24 04 09 09 30 -01 36 48 20 95
222 25 32 38 22 44 06 08 02 20 18 02 16 42 12 04 21 1 30 47 91
232 36 40 13 28 30 15 23 18 18 15 24 01 30 25 41 18 32 29 32 69
239 3> 28 15 18 28 25 -05 26 28 10 40 16 28 52 15 57 24 11 18

27 37 83 108 113 125 135 137 139 141 156 176 184 204 205 215 216 222 232
Items (test 6)

Note: Decimal Points Omitted.



TABLE C-4

Tetrachoric Item Intercorrelations for
Test 7 (upper triangle) and Test 8 (lower triangle)
Items Items (test 7) Items
(test 8) (test 7)
19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
1 08 -7 -09 -10 -08 -12 -01 -14 -14 -04 01 -28 -12 03 -05 05 06 -03 -21 20
2 08 -02 -15 16 -07 213 -10 03 -10 03 -10 18 15 05 02 -11 -02 -06 10 19
3 06 =11 -06 =14 -21 14 15 05 =11 08 -02 00 -13 -07 14 -00 =13 =05 08 18
4 -15 213 05 04 14 =21 14 14 04 -05 09 -11 -14 -23 09 -02 -16 =01 21 17
5 -07 05 -05 =12 -04 <06 -14 02 12 14 -09 16 -03 -05 00 -00 09 08 13 16
6 00 -08 -06 02 =03 10 12 16 09 19 -06 07 -02 -02 -03 -07 -11 -03 16 15
7 -13 -03 07 05 08 20 17 10 07 07 =04 09 -08 -02 06 11 -12 -00 -00 14
8 16 <04 12 15 -14 -06 -12 06 -11 -04 -03 -10 17 -08 14 10 19 17 16 13
9 -38 08 08 28 04 -13 -15 -03 09 06 20 10 01 05 07 -00 -11 -16 00 12
10 -16 -11 18 15 -04 03 -05 -17 17 -17 20 -13 17 05 =19 <04 -27 -02 03 11
11 20 <05 00 05 00 -00 03 00 -13 -23 -13 34 11 08 01 -11 -08 -10 03 10
12 15 07 11 10 -15 -08 12 01 05 02 02 -01 -08 05 16 11 -12 -14 06 9
13 02 22 -07 26 =04 05 11 -21 -08 -08 08 00 02 17 05 02 -12 -00 05 8
14 13 -05 =15 18 04 26 -02 =22 01 -16 -00 -05 -08 -03 -05 01 11 -17 05 7
15 -10 =15 14 02 07 03 06 13 <00 07 =07 15 08 -00 04 03 13 -08 -02 6
16 -06 -16 =10 02 12 -04 -03 04 -04 -08 10 -14 07 -15 -04 -02 18 -10 25 5
17 10 01 08 -02 -22 10 02 07 13 -03 03 -02 -08 -17 16 37 -01 -06 -02 4
18 08 16 12 07 <00 -05 09 -00 -03 -07 18 10 17 00 -08 -04 04 : 11 02 3
19 08 -16 -01 -03 10 .05 -09 04 09 =03 08 -07 04 -00 05 01 06 <01 -29 2
20 10 11 04 -08 00 -00 -07 -06 -00 -06 16 -02 -02 06 -20 -17 13 24 08 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Items (test 8)

Note:

Decimal Points Omitted.

_L9_



TABLE C-5

Tetrachoric Item Intercorrelations for
Test 9 (upper triangle) and Test 10 (lower triangle)

Items Items (test 9) Items
(test 1) .19 18 17 16 15 1 13 12 1 10 9 8 7 6 5 4 3 2 1(test9
1 .11 -13 03 17 05 -09 05 -08 05 -06 10 -09 07 02 25 -08 08 18 03 20
2 09 05 -16 05 08 05 06 06 02 09 O 03 -12 10 00 -05 -13 -01 06 19
3 02  -05 01 -09 -13 03 0l 08 20 16 -15 17 06 15 06 -03 08 11 28 18
4 20 -10 05 16 -02 -07 11 08 -02 -16 -06 -30 06 -23 11 -02 15 02 10 17
5 01 08 -03 05 08 -21 -02 04 02 -09 O -16 06 06 03 -22 -07 -12 07 16
6 05 -02 06 08 13 02 10 -03 13 -06 -26 00 -15 -09 -10 -07 -10 -07 =02 15
7 01 -00 08 -16 -11 12 01 -12 -05 20 -03 -07 -00 12 07 02 06 08 -10 14
8 04 -02 -13 -02 10 -13 -02 210 16 08 -05 -19 18 -01 -17 -13 -10 -26 -27 13
9 .04 10 -21 -20 05 18 -00 -15 -16 01 -11 01 -05 -14 03 -00 00 06 -11 12
10 -13 06 -02 06 12 12 -03 -12 -00 16 -08 -16 08 05 -10 -07 -06 -00 05 11
11 -17 09 -21 03 02 08 03 24 29 03 02 20 -04 08 -01 04 -02 -03 -12 10
12 -07 -14 06 02 -11 -04 06 -05 02 -02 -0l 08 -10 0 -05 -18 02 11 -13 9
13 07 13 02 -10 -11 02 10 -02 03 -10 03 -0l 14 =21 -12 -03 -18 14 -12 8
14 <05 -05 03 -05 16 -00 -05 17 05 08 -08 -07 12 01 -09 02 05 -21 -10 7
15 07 -06 04 15 04 13 -19 02 01 -21 01 0l 21 07 00 02 13 -04 -07 6
16 13 07 -02 -03 02 02 07 -11 -10 00 -10 11 -03 -05 02 16 02 09 15 5
17 19 -1l -04 -05 -14 03 -21 04 -1L 21 -14 -08 05 -0& -09 18 -20 03 05 4
18 -15 -22 18 -06 -02 14 -02 -04 Ol 23 -22 06 -16 -22 -13 -00 -06 13 -02 3
19 12 18 -04 08 -20 -10 -11 04 -08 21 -08 09 -08 -13 -02 11 06 2 -02 2
20 04 06 08 10 -11 08 03 -16 -00 -03 16 16 -00 05 14 -20 -04 01 -08 1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Items (test 10)

Note: Decimal Points Omitted.



Test

TABLE C-6

Tetrachoric Item Intercorrelations for
11 (upper triangle) and Test 12 (lower triangle)

Items Items (test 11) Items
(test 12) (Test 11)
19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
1 -15 03 12 -02 04 03 22 -00 28 -05 05 22 -08 =18 08 06 -14 25 =04 20
2 -03 =02 00 -00 25 -12 08 08 04 06 -00 -02 -13 14 -16 -08 08 07 -09 19
3 08 -05 =02 07 =05 03 -20 -11 34 04 04 =10 -05 10 -18 13 -04 08 03 18
4 10 -03 -12 11 -13 05 -05 03 06 -25 24 18 03 -05 16 -05 -11 -03 -05 17
5 07 17 05 -04 -06 -03 <08 05 -06 03 10 01 08 10 =00 04 -01 03 05 16
6 -16 01 01 -17 =07 -18 08 -18 14 20 -10 -25 -10 04 -02 04 11 04 -02 15
7 =10 02 15 -06 -06 08 -04 12 -02 00 -10 23 -15 -07 02 -16 -04 12 06 14
8 11 -02 16 28 08 02 02 03 08 08 12 19 02 -01 06 -17 -24 24 -14 13
9 12 18 -10 08 11 -03 -04 -13 03 13 -11 09 -13 04 -05 06 -17 12 09 12
10 13 19 05 -16 24 -09 -11 -08 25 08 -02 02 -10 -01 -07 15 09 -04 08 11
11 -06 =12 04 19 09 -18 14 08 04 01 -03 -12 08 16 -20 14 12 00 11 10
12 06 09 15 10 04 05 22 08 -01 06 11 14 01 -00 -10 -02 05 -17 -08 9
13 05 02 -00 -02 -05 08 02 -03 16 12 01 15 02 06 -08 -04 13 09 03 8
14 -22 -12 -03 02 -01 10 20 03 04 07 -00 13 10 -15 -03 12 12 -07 12 7
15 -03 04 05 =22 00 20 -01 -15 201 06 -06 06 -02 01 -00 -17 -12 03 05 6
16 06 -26 -11 -16 -29 -09 -00 -02 -18 -14 07 -04 -05 -02 13 -08 -04 -07 -24 5
17 05 =12 -19 12 12 -04 -02 .0 -03 01 15 28 00 -07 05 08 03 -01 29 4
18 06 -13 -05 -19 13 17 -14 =05 05 07 04 -20 08 08 22 -03 <02 -01 09 3
19 02 -08 -03 05 .05 05 -15 207 04 -02 -08 08 16 13 -02 -05 -07 -05 =20 2
20 -05 09 13 01 -09 -12 -04 0 16 09 -09 -04 <04 08 -11 08 04 -11 -13 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
Items (test 12)

Note: Decimal Points Omitted.
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TABLE C-7

Principal Factor Loadings Matrix for Test 1

Item Factor
1 7 3 A 5 6 7 8 9 n?
36 -.71 .06 .33 -.04 -.22 .03 -.00 -.05 -.06 .68
43 -.61 .47 06 25 _.16 -.25 .03 -.02 .04 .75
46 -.51 .34 -.26 -.05 .29 .06 .01 -.10 -.16 .57
47 -.65 .28 .05 .26 -.20 .11 .00 -.02 -.11 .64
58 -.28 .07 -.17 .45 -.12 -.02 .22 -.15 -.01 Ay
59 -.60 .30 .11 -.02 .09 -.22 .13 .27 -.11 .63
90 -.73 =36 -.01 -.44 -.23 -.25 -.00 -.20 -.10 1.01
9 -.46 -.38 .03 .25 .03 -.13 .19 .28 .24 .60
131 -.36 .42 .28 -.28 -.21 .04 .10 -.03 .27 .59
134 -.70 -.56 -.19 .05 -.31 .18 -.10 .18 .03 1.01
157 -.36 .06 -.20 .05 -.03 .41 .36 -.04 -.06 .48
159 -.31 .18 -.08 -.41 .16 .11 .28 .27 .10 .49
166 -.81 -.11 -.59 -.26 -.02 -.02 .05 -.12 .06 1.11
168 ' -.35 -.16 -.04 .04 .27 -.55 .12 -.12 .01 .55
180 -.66 -.18 .28 -.02 .58 .21 -,05 -.06 .06 .95
190 -.78 -.32 .57 .12 .05 .10 .00 -.09 -.03 1.07
202 -.49 .20 .06 -.22 -.04 .02 -.35 .23 -.20 .51
203 -.54 .16 -.07 .04 .09 .16 -.23 =-.25 .20 .52
211 -.54 -.07 -.22 .26 .13 .01 -.10 .14 -.21 .50
233 -.36 .17 -.24 .16 .05 -.05 -.35 .10 .30 .48
Factor
Contribution  6.37 1.58 1.26 1.07 .88 .80 .66 .52 .43 13.57
% of Common
' Variance 52.50 13.07 10.40 8.81 7.24 6.59 5.41 4.30 3.55 111.87
% of Total
Variance 31.83 7.93 6.31 5.34 4.39 4.00 3.28 2.61 2.15 67.83
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TABLE C-8

Principal Factor Loadings Matrix for Test 2

Item Factor
T 2 3 & 5 6 7 8 9 h?
31 -.57 .42 .57 -.36 .05 .10 -.08 -.01 -.02 .97
56 -.58 .05 .03 .14 .26 .11 .07 .13 .20 .50
66 -.67 -.43 .18 -,10 .10 -.30 -.03 .04 .20 .82
84 -.65 -.62 .24 .04 .20 .21 -.04 -.12 .05 .97
106 -e53 -.25 .40 .01 -.29 .03 .13 .B -.06 .63
107 -.26 -.18 -.13 .30 -.17 .23 .00 .13 .14 .33
109 -.60 -.31 -.15 -.12 -.,31 .07 -.08 .05 .02 .61
115 -.50 .04 -,04 .36 -.12 -.17 .02 .05 -.17 45
123 -.52 .27 -.34 -.08 -.18 .02 -.27 .12 .12 .60
127 -.70 -.27 -.14 -.31 -.05 -.06 .21 -.24 .01 .78
140 -.50 .25 -,21 -.02 -.36 .03 .00 -.24 .00 54
152 -.35 .21 -.28 -.05 .07 .16 .26 .14 .10 .38
162 _ -.45 .15 -.04 .26 -.09 -.11 .34 -.13 -.06 .38
173 -.59 .05 -.11 .18 .08 .20 -.34 -.21 -.07 .60
174 -.52 .09 -.02 .21 .02 -.30 -.12 .26 -.07 .51
185 -44 .29 -.15 .23 .34 .26 .09 .01 -.07 .55
189 -.24 -.,12 -.10 -.28 .12 .08 .00 .15 -.41 .60
193 -.32 .22 -.40 -.46 .20 -.18 .02 .06 .07 .59
231 -.40 .05 .00 .27 .22 -.35 -.07 -.19 -,01 .45
237 -.38 .85 .36 .01 -,10 -.00 .03 -.03 .07 1.02
Factor
Contribution 5.3 2.10 1.21 1.05 .75 .65 .48 .43 .36 12.36
% of Common
Variance 50.24 19.80 11.36 9.87 7.07 6.12 4.53 4.0% 3.37 116.40
% of Total .
Variance 26.68 10.51 6.03 5.24 3.75 3.25 2.41 2.15 1.79 61.82




Principal Factor Loadings Matrix for
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TABLE C-9

Test 3

Item Factor
1 2 3 A 5 6 7 8 9 h?
13 -.74 .03 .40 -.22 .20 .01 -.17 .13 -.01 .84
39 .44 .64 .33 .22 .02 .02 .16 -.04 .05 .80
53 -.36 .29 -.26 -.27 .13 .05 -.06 .05 .01 .37
63 -.53 .26 -.32 .40 .17 .03 -.08 .12 -.11 .67
80 -.58 .39 -.12 .05 .25 -.08 -.02 -.36 -.06 .70
81 -.38 -.15 -.13 .06 .36 -.11 .01 -.11 .26 J41
85 -.67 .06 .01 .12 -.18 -,11 .19 .19 -.09 .59
86 -.65 -.09 .14 .32 -.22 .19 -.16 .1& .03 .68
87 =77 .09 -.16 -.10 .12 .17 -.00 -.01 -.16 .70
93 .32 .24 -.20 -.50 -.04 .04 -.07 .09 .09 47
116 .53 .09 .23 -.01 -.24 -.42 .22 -.00 .11 .64
117 .49 -.53 -.34 .10 -.01 -.1& -.16 -.07 .02 .69
130 -.70 -.28 .11 .22 -.16 .10 -.10 -.23 .08 .68
132 —42 .22 .52 -.29 -.03 .07 -.09 -.21 -.12 .67
145 -.50 .14 -.07 .05 -.27 -.09 -.31 .04 .00 .46
148 -.23 .25 -.21 -.21 -.4& .16 -.07 -.06 .15 A
191 -.76 -.21 .02 -.10 .23 -.08 .06 .20 .15 .76
207 47 -.19 -.19 -.19 -.10 -.32 .08 --.01 -.22 .50
214 -.41 -.10 -.31 -.07 -.20 .20 .34 -.15 .00 49
235 -.52 -.33 .06 -.02 .11 .33 .27 .09 -.00 .58
Factor
Contribution 5.92 1.51 1.18 .96 .83 .60 .53 A4l 26 12.20
% of Common
Variance 56.04 14.32 11.19 9.07 7.89 5.69 5.00 3.91 2.47  115.59
% of Total ’
Variance 29.62 7.57 5.92 4.79 &.17 3.01 2.64 2.06 1.31 61.09




Principal Factor Loadings Matrix for
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TABLE C-10

Test &4

Item Factor
1 2 3 4 5 6 7 8 9 h?
26 -.36 -.13 .43 .01 .21 .13 -.08 .30 .17 .51
34 ~-.56 .56 .10 -.06 .15 .32 -.02 -.10 -.08 .78
L4 -.72 -,02 -.05 .00 -.35 .24 -.08 -.10 .13 72
50 -.47 -.36 -.01 .19 -.22 -.11 .07 -.02 -.05 46
52 -.54 -.15 .12 -.27 .24 .28 .07 -.09 .02 .56
76 -.54 N .14 -.08 -.10 -.02 =17 -.07 .26 .62
82 ~-.41 47 -.06 .26 .21 -.34 .13 .18 -.06 .67
101 -.76 .31 »29 .08 -.14 -,09 -.08 -.12 -.21 .87
104 -.63 -.03 -.11 .27 -.02 .00 .23 -.10 .20 .58
114 -.50 -.21 -.37 -.02 .02 .26 -.10 .09 .06 .52
143 -.55 -,14 -.21 -.04 -.08 -.12 «27 .00 -.02 .46
147 -.37 -.22 .11 -39 -.27 -.11 -.21 .22 .04 .53
149 -.54 .06 -.36 -.28 .19 .17 .06 24 =14 .66
158 -.56 -.45 A4l .03 -.06 .07 -.00 -.03 -.19 74
164 -.37 =-.14 -.17 42 -.04 .10 -.27 .06 -.19 49
183 -.41 .20 -.03 07 -.25 -.26 .21 =23 .03 45
221 -.64 A4 -.17  -.37 02 -.01 .13 -.12 -.10 .63
227 -.56 -.18 .16 .28 .32 .13 .24 .03 .08 .64
234 -.35 -.36 -.02 -.16 .30 -.15 -.21 ;.18 .02 46
238 -.37 -.13 -.31 .15 .10 -.20 -.28 -.11 .12 43
Factor .
Contribution 5.50 1.56 1.00 .95 .76 .69 .58 42 .34 11.80
% of Common
Variance 54.17 15.43 9.84 9.32 7.44 6.77 5.69 4.11 3.39 116.16
% of Total
Variance 27.48 7.83 4.99 4.73 3.78 3.43 2.88 2.09 1.72 58.92
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TABLE C-11

Principal Factor Loadings Matrix for Test 5

Item Factor
1 2 3 & 5 6 7 8 9 h?
60 -.56 -.09 .16 .02 .28 .08 -.08 .28 .20 .56
69 -.49 .49 .26 .10 -.04 .05 -.23 .09 -.02 .62
91 -.66 .01 -.16 .10 -.13 -.06 .02 .28 .06 .58
95 -.48 .48 .19 .10 -.02 -.35 .07 .00 -.01 .63
103 -.64 -.24 .24 .12 -.18 -.01 -.09 -.01 -.19 .62
110 =47 -.14 -.15 -.24 -.28 .09 -.30 .14 -.05 .52
111 -.43 -.28 .33 -.08 -.01 -.21 .26 .09 .11 .51
112 -.50 -.13 06 .30 -.43 -,04 .11 -.07 -.04 .56
128 -.62 -.30 -.08 .10 .06 -.10 -.13 -.06 .08 .54
133 -.42 -.27 -.04 .15 .26 -.28 -.28 -,17 .09 54
151 -.29 -.12 -.44 .26 -.08 .08 08 -.05 .20 42
154 -.53 .38 -.25 -.21 .26 -.20 .05 -.05 -.09 .65
161 -.68 .04 -.29 -.05 .10 .24 .20 -.10 .05 .67
188 -.56 -.22 .08 -.27 .13 12 -.14 -.16 -.10 .53
194 -.74 .34 .02 -.14 -.06 .10 .08 -.06 .11 .71
199 -.65 .28 -.08 .34 .09 .27 -.05 -.08 -.10 .72
208 -.48 -.00 -.33 -.45 -.22 -.12 .03 04 -.02 .60
209 -.52 -.25 .30 -.09 .22 .24 .20 .09 -.11 .59
217 -.42 -.21 -.25 .16 .15 -.19 .17 .06 -.26 47
224 -.47 -.01 .34 -.15 -.14 .00 .06 -.28 .13 .48
Factor
Contribution 5.85 1.32 1.09 .81 .71 .59 .49 37 .29 11.52
% of Common
Variance 58.67 13.24 10.96 8.10 7.13 5.94 4.89 3.75 2.93 115.60
% of Total .
Variance 29.23 6.60 5.46 4.03 3.55 2.96 2.44 1.87 1.46 57.61
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TABLE C-12

Principal Factor Loadings Matrix for Test 6 (Random data)

Items Factor
T 2 3 & 5 8§ 7 8 9 h?

27 -.68 -.21 .02 .07 .03 .40 .07 -.18 .10 .72
37 -.52 .14 -,08 -.17 -.10 -.01 .38 .07 -.08 .49
83 -.45 =38 -.20 14 30 -.21 -.04 .06 .10 .56
108 -.42 -.,16 .02 -.06 .07 .06 -.13 -.,02 -.37 .37
113 -.57 .02 -.07 -.18 .21 .07 .00 .20 .20 .49
125 -.62 -.22 .28 .37 .03 .11' -.04 -.18 -.11 .71
135 -.45 -.29 42 09 -,12 -.18 .15 07 .21 .59
137 -.32 .10 .06 -.00 -.45 -.33 -,06 .06 .06 A
139 -.41 11 -.17 -.046 .22 -.31 -.40 -.05 -.07 .53
141 -.36 .10 .07 -.21 -.00 .03 -.12 -.36 .13 .35
156 -.59 .34 -.00 .15 .05 -.11 -.14 .03 .19 .56
176 -.26 =44 -.19 .20 -.04 .18 -.13 .30 01 .49
184 -.46 -.32 -,10 -.31 -.33 -,05 -.12 -.19 .02 57
204 -.51 .30 -.03 -.07 -.30 .32 -.16 .16 .07 .60
205 -.37 .37 .23 -=.12 .42 .11 -.02 .04 .02 .53
215 -.50 .21 -.33 .38 .05 -.17 .36 -.15 -.02 .73
216 -.42 .01 .53 .06 -.02 -.,18 -.02 .14 -.17 .54
222 -.41 -,28 -.30 -.38 .08 -.10 .13 .03 -.04 .52
232 -.52 .09 .14 -.33 .07 -.,01 .16 .07 -.15 46
239 -.57 31 -.30 .22 -,22 .07 -.08 06 -.14 .64
Factor.
Contribution 4.62 1.27 1.04 .91 .85 .70 .63 45 .40 10.89
% of Common
Variance 50.15 13.79 11.25 9.90 9.24 7.65 6.83 4.92 4.38 118,10
% of Total
Variance 23.12 6.36 5.18 4.56 4.26 3.53 3.15 2.27 2.02 54,44




Principal Factor
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TABLE C-13

Test

7 (Random data)

Item Factor
1 2 3 4 5 6 7 8§ 9 h?
1 44 -.10 =24 .31 -.02 .02 -.00 12 -.14 .39
2 -.33 .02 -.04 -.19 -.38 .17 -.08 -.19 .10 .38
3 -.26 .21 -.34 .28 -.04 -.08 -.21 -.15 .06 .39
4 -.03 -.08 -.07 -.08 .18 .02 -.15 -.08 -.13 .01
5 .22 .02 -.42 .16 .17 .09 04 -14 .02 .31
6 04 .25 .12 .06 .26 -.08 <.14 -.24 .03 .23
7 .10 .11 .05 .18 -.,03 -.23 -.31 .26 .13 .30
8 40 .43 .15 -.05 -.06 .17 .01 -.16 .02 .43
9 .15 -.,31 .05 .03 .34 04 .00 -.17 .12 «29
10 32 .40 .01 -.20 -.07 -.24 .18 04 .08 41
11 .13 -.36 .40 .01 .00 .00 -.26 .09 .03 .39
12 35 -.13 .09 -.02 .07 -.08 -.02 -.21 .09 .21
13 06 -.11 -.45 -.,09 -.15 -.15 -.22 -.00 .02 .32
14 .19 .02 -.08 -.39 .05 O4 -.24 -.03 -.20 .30
15 31 -.09 05 -.06 -.27 -.,31 .03 -.14 -.13 .31
16 <05 04 .16 .32 -.20 .28 -.08 .09 -.13 .28
17 18 -.42 -.12 .12 -,22 -.,01 .26 -.06 .07 .36
18 .12 .05 -.,28 -,27 .15 .26 .06 .24 .05 .33
19 05 .31 .11 .28 .02 .06 .06 .12 -.05 .27
20 -.43 .00 -.00 .05 19 -.26 .20 -.05 -.16 .36
Factor )
Contribution 1.22 1.02 .92 .76 .66 54 .53 JAL 21 6.29
"% of Common
Variance 26.30 22.06 19.79 16.34 14.24 11.67 11.39 9.60 4.50 135.90
% of Total ’
Variance 6.08 5.10 4.58 3.78 3.29° 2.70 2.63 2.22 1.04 31.44
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TABLE C-14

Principal Factor Loadings Matrix for Test 8 (Random data)

Item Factor
12 3 & 5 6 71 8 9 h?
1 -.56 .12 .21 .02 -.14&4 .07 14 -.11 -.04 43
2 -.29 .02 -.,17 -.10 .28 -.28 .12 .13 -.11 .32
3 .10 .32 .08 -.15 -.08 -.03 -.13 -.29 .06 «25
4 .26 .10 -.30 -.28 -.,20 .28 .20 .04 .02 40
5 04 -.32 -.02 .07 .12 -.,01 -.27 -.14 -.26 .28
6 -.05 -.05 -.23 .31 -.34 .04 -.08 .07 .14 31
7 -.02 -.03 -.26 -.05 -.28 -.23 -.21 -.08 .03 .25
8 -.02 .21 .40 -.18 -.14 .12 .10 .08 -.05 .29
9 .50 .20 -.14 -.06 .26 .26 -.00 .04 -.12 47
10 40 0 .13 -.08 .04 .06 -.11 -.00 -.17 .20 .27
11 -.34 -,02 -.01 -.18 -.09 .26 -.17 -.01 .05 .26
12 -.05 .24 -.07 -.19 -.12 -.12 .14 -.18 -.15 .20
13 -.12 -.12 -.36 -.33 -.10 -.08 -.03 .22 -.02 34
14 -.11 -.14 -.29 32 -.15 .25 .22 -.13 -.13 .40
15 .20 .15 .06 -.03 -.33 -.11 -.14 02 -.25 .27
16 .10 -.50 .22 -.29 -.,07 .12 -.08 .03 .12 L4b
17 -.06 .57 .01 .16 -.03 -.,01 -.17 .26 .03 46
18 -.28 .14 .24 -,28 .11 .07 -.12 -.13 .03 .28
19 -.02 .02 .08 .07 -.02 .28 -.24 .06 -.11 .17
20 -.32 .18 -.15 06 .29 .19 -.13 -.08 .08 31
Factor
Contribution 1.27 1.08 .83 .74 .70 .61 .46 .38 .30 6.38
7% of Common
Variance 25.14 21.48 16.50 14.64 13.96 12.14 9.21 7.50 5.94 126.51
% of Total
Variance 6.34 5.42 4.16 3.69 3.52 3.06 2.32 1.89 1.50 31.92
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TABLE C-15

Principal Factor Loadings Matrix for Test 9 (Random Data)

Item Factor
1 2 3 4 5 6 7 8 9 h2
1 -.05 .40 .32 -.19 .12 .12 .03 -.13 -.06 .35
2 30 .32 -.09 .05 .15 -.04 -.21 .21 -.05 .32
3 -.17 .03 .10 .34 -.07 .20 .12 .06 -.23 .27
4 .16 .14 .18 -.06 -.24 -.32 -.11 -.20 .10 .31
5 .00 .43 .14 .13 .01 -.24 .06 .10 .17 .32
6 -.00 -.15 .29 .28 .27 -.08 .17 -.10 .02 .30
7 -.29 -.18 .12 .14 -.17 .08 -.16 -.10 .22 .27
8 .55 -.07 -.18 -.15 .00 .19 -.10 .03 .09 42
9 .11 .01 -.35 .31 .19 .13 -.05 -.08 -.02 .30
10 .32 -.22 .12 .13 -.07 -.03 .12 .19 .16 .26
11 -.23 -,13 .21 -.17 .26 .05 -.28 .02 -.05 .29
12 .07 .13 -.08 -.12 -.25 .12 .20 .16 .09 .19
13 -.32 -.46 -.00 -.03 -.03 -.06 -.11 .18 .12 .37
14 17 -.15 .20 .23 -.03 -.25 .02 .17 -.18 .26
15 -.12 =13 -.06 -.40 .14 -.21 .06 .15 -.16 .31
16 -.34 .11 -.13 -.10 .19 .09 .25 -.00 .19 .30
17 -.42 .27 -,01 -.00 -.28 .06 -.02 .20 -.08 .37
18 .17 .04 .49 -.04 .05 .32 -.09 .16 .09 42
19 A4 -.12 .09 -.17 .21 -.05 .25 .05 .06 .18
20 -222 24 -.16 .17 .27 -.13 -.12 .15 .18 .32
Factor
Contribution 1.24 1.01 .82 .73 .63 .54 .44 .38 .34 6.14
7% of Common
‘Variance 26.35 21.56 17.59 15.64 13.38 11.60 9.37 8.05 7.37 130.92

% of Total
Variance 6.17 5,05 4.12 3.67 3.14 2.72 2.19 1.89 1.73 30.68
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TABLE C-16

Principal Factor Loadings Matrix for Test 10 (Random data)

Ttem Factor
1 2 3 4 5 & 71 8 9 h?
1 -.16 -.35 .02 -.03 -.22 -.,13 -.21 -.,05 .11 .27
2 .14 -.08 -.24 -.18 -.25 -.14 -,06 .35 -.06 .33
3 -.22 .09 .37 .05 .09 -.11 -.02 .19 .03 .26
4 -.10 -.16 .16 .32 -.27 .13 -.13 .03 .10 .28
5 .17 -.05 -.15 .37 .14 -.18 -.20 .07 -.10 .29
6 .06 .22 .06 .22 -.18 -.30 -.07 -.10 .07 <25
7 07 .23 .10 -.31 .14 -.10 -.19 .07 .19 .27
8 .16 -.27 -.18 .09 .20 .30 -.02 .01 .03 .27
9 35 .30 -.22 -,03 -.16 -.16 .02 -.18 -.12 ‘ .36
10 -e25 .21 -.33 24 -.04 -.12 .19 .14 .12 .36
11 46 .14 -.22 .02 -.19 .22 -.01 -.05 .14 .39
12 -.10 .18 .18 -.,10 -.09 .16 .03 -.09 -.04 .13
13 .23 -.10 .15 -,22 -.03 -.17 .27 .08 -.06 .25
14 .23 -.16 .03 .19 .23 -.16 .19 .13 .02 e 24
15 .21 -.17 .33 .15 -.21 -.02 .09 -.06 -.23 .31
16 -.24 -.14 -.07 -.18 -.08 -.21 -.10 -.12 -.08 .20
17 -.28 -.25 -.14 -.00 -.05 -.1& .28 -.20 .20 .34
18 -.41 .40 -.02 .14 .08 .07 .01 -.02 -.14 .37
19 -.38 -.03 -.21 -.,08 -.27 .17 .06 .16 -.14 .35
20 .14 .19 .28 .07 -.25 .10 .12 .11 .17 .27
Factor
Contribution 1.19 .87 .80 .66 .62 .57 .41 .37 .30 5.79
% of Common

Variance 27.61 20.14 18.54 15.35 14.25 13.10 9.44 8.54 7.02 133.99

% of Total
Variance 5.97 4.35 4.01 3.32 3.08 2.83 2.04 1.85 1.52 28.96
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TABLE C-17

Test 11 (Random data)

Ttem Factor
1 2 3 4 5 6 7 8 9 h?
1 -.31 .25 .30 -.05 -.27 .04 .09 .07 .l4 .36
2 .02 .16 -.25 -.36 .21 .06 -.24 -.22 -.08 .38
3 -.246 -.02 .17 .07 .03 -.06 -.45 .16 .11 .33
4 -.35 .30 .22 .09 .02 .16 .08 -.21 .10 .35
5 .30 -.24 .06 .04 .22 .14 .14 .04 .16 .27
6 -.08 -.13 -.17 -.18 -.14 -.32 .15 .03 -.04 .23
7 -.07 -.00 .35 .17 -.06 .07 -.10 -.11 -.13 .20
8 34 .30 -.01 -.01 -.27 -.08 -.26 .05 .03 .36
9 .18 .09 .09 .33 -.09 -.35 -.07 -.06 -.10 .30
10 -.42 -.00 -.11 -.03 -.29 .03 -.00 -.03 -.13 .29
11 -.21 W42 =27 .22 .10 -.02 .10 .17 .15 42
12 .06 .13 -.09 -.31 -.28 .06 .14 -.15 .15 .27
13 .23 -.06 -.28 .34 -.33 .12 .11 .04 -.09 .40
14 .22 .19 -.02 -.34 -.08 .07 -.06 .26 .01 .28
15 ~36 -.20 -.33 .21 .08 .08 -.09 -.05 .10 .35
16 -.00 .07 .13 -.06 -.02 -.22 .05 -.22 -.03 .12
17 .38 .18 .09 .12 .10 -.23 .04 -.13 .22 .33
18 -.26 .35 -.07 -.05 .29 -.28 .16 .13 -.16 42
19 -.17 -.20 -.33 -.01 -.11 -.25 -.1& -.10 .20 .32
20 19 .44 -.29 .18 .04 .22 -.07 =12 -.08 42
Factor :
Contribution 1.25 1.02 .90 .78 .67 .61 .51 .37 .30 6.42
% of Common
Variance 25.90 21.10 18.51 16.11 13.84 12.53 10.47 7.70 6.30 132.48
% of Tbtal
Variance 6.27 5.11 4.48 3.90 3.35 3.03 2.54 1.86 1.53 32.08




Principal Factor Loadings Matrix for
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TABLE C-18

Test

12 (Random data)

ITtem Factor
T 2 3 4 5 6 7 8 9 h?
1 12 -.14 -.19 .00 -.09 400 -.21 -.02 .09 .29
2 46 -.02 .02 .23 -.04 -.09 .19 .09 .18 34
3 .08 -.07 .29 .10 -.31 L4 .09 .17 -.13 .28
4 -.C1 -.54 -,07 -.20 .15 .03 .12 -.02 .10 .39
5 42 04 -018 =022 -.27 -.04 .07 06 -.16 .36
6 -.04 .36 25 =11 .02 .02 .21 -.09 .17 .29
7 -.05 -.09 39 -.07 -.17 -.27 -.06 .04 .09 .28
8 -.11 -.38 .13 -.09 -.10 .20 .10 -.25 .08 .31
9 44 .01 -.13 -.05 .21 -.08 -.14 -.11 4 31
10 .48 07 -.10 05 -.04 -.03 -.25 -.04 -.05 .32
11 -.05 -.26 -.02 -.33 -.16 -.15 -.18 .08 -.02 .27
12 .18 -.17 49 -.06 -,03 .10 -.16 .17 .07 .38
13 .17 .08 .13 -.18 .24 .09 -.18 -.02 .10 .20
14 .02 .07 .31 -.21 .20 -.22 -.,08 -.18 -.12 .29
15 -.04 .43 .05 -.06 -.18 02 -.12 04 .17 .27
16 -.47 .06 -.06 .15 .01 -.01 -.36 .05 .07 .39
17 -.14 -.07 -.41 -.22 -.04 -.20 -.06 .00 .10 .30
18 -.03 39 -.13 -.28 -.10 .11 02 -.21 .01 .32
19 .04 .11 .10 -.10 .33 .21 -.02 12 -.16 .23
20 .08 -.13 -.04 .30 07 -.19 -.15 -.27 -.01 .25
Factor
Contribution 1.16 1.08 +B .62 .57 .53 .52 .33 .26 6.05
% of Common
Variance 24.97 23.42 21.14 13.37 12.32 11.47 11.25 7.16 5.58 130.69
% of Total .
Variance 5.78 5.42 4.89 3.09 2.85 2.66 2.61 1.66 1.29 30.25






